A New Approach to Asset I ntegration:
Methodology and Mystery

Robert P. Flood and Andrew K. Rose*
Draft; July 31, 2003

Comments Welcome
Robert P. Flood Andrew K. Rose
Research Dept, IMF Haas School of Business
700 19" St., NW University of Cdifornia
Washington, DC 20431 Berkeley, CA 94720-1900
Td: (202) 623-7667 Td: (510) 642-6609
E-mail: rflood@imf.org E-mall: arose@haas.berkeley.edu
Abstract

This paper develops a smple new methodology to test financid market integration. Our
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variety of domestic and internationa empirical illugtrations of our technique, and find

surprisingly little evidence of integration. While the S& P 500 market seemstypicaly to be
integrated, others are not, including: the NASDAQ, the Toronto Stock Exchange, and three
different classes of American bonds. Further, thereislittle evidence of integration between these
gpparently deep frictionless financid markets.
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1. Defining the Problem

What does securities market integration mean? We adopt the view that financid markets
are integrated when assets are priced by the same stochastic discount rate. More precisely, we
define security markets to be integrated if al assets priced on those markets satisfy the pricing

condition:

ptj = Et(dt+lxtj+1) (1)

where: p isthepriceat timet of asset j, &() is the expectations operator conditional on

informetion avallableat t, d,,, isthe market discount rate for income accruing in period t+1 (also
widely known as the intertempora margind rate of substitution, the growth of margind utility,

the zero-beta return, or apricing kernd), and x/,, istheincome received a t+1 by owners of
ast j at time't (the value of the asset plus any dividends or coupors).! The substantive point of
our definition isthat dl assetsin amarket share the same discount rate. There is no asset-gpecific
discount rate in an integrated market, and no market- specific discount rate in markets that are
integrated with each other. Werely only on acompletely sandard and generd intertempora

model of asset valuation.
Our object of interest in thisstudy is d,,, , the discount rate. More precisdly, we are
concerned with estimates of the expected market discount rate, E,d.,, for two reasons. Firdt,

learning more about discount rates is of intringc interest, and has driven much research (e.g.,
Hansen and Jagannathan, 1991, who focus on their second moments). The market discount rate

isthe unobservable DNA of intertempora decisons, characterizing its digtributionis a centra



task of Economics and Finance. The discount rate ties pricing in a huge variety of asset markets
to peoples saving and investment decisons. While the discount rate itsdlf is unobservable, we
can use asset prices and payoffs to characterize aspects of its didribution.

Second, measures of the expected discount rate lead naturaly to an intuitive test for
integration; in this paper, we propose and implement such asmple test for the equdity of E.d,,
across sets of assets. Thelogic of our study is asfollows. By definition markets are integrated
when assets in those markets are priced by the same discount rate. If d,,, isequa across
markets then so too must be E, d,,,. We conduct internal and cross-market tests for equality of

E,d,,, esimates inferred from different asset portfolios.

2: Empirical Strategy

We key off the fact that in an integrated market, the discount rate prices al assets held by

the margina asset holder. Indeed what we mean by asset market integration is that the same

discount rate prices al the assets. In other words, if we could extract di+1 (Or its expectation)
independently from a number of different asset markets, they should all be the same if those
markets are integrated.

Congder ageneric identity related to (1):

P! = E (duyX}y ) = COV, (g, X) + B (dy) i (X))

where COV;() denotes the conditiona covariance operator. It isuseful to rewrite this as
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Xy = - [1/ B (du)ICOV, (A, X) +[V E (o)l P! +ely, or

XtJ;i-l = dt ( pt] - Covt (dt+l’ Xt]+l)) + etj-i-l (3)

whered, ° 1/E,(d,,,)and e/, © x, - E,(X/.,), aprediction error.

We then impose two mild restrictions:

1) Rational Expectations: e/, isassumed to be white noise, uncorrelated with information
avalablea timet, and

2) Constant Asset-Specific Effects COV, (d,,,, ;) = b] +S'b | f/', for the rdevant sample,

where: bjO is an asset- specific intercept, bij isaset of | asset-specific factor coefficientsand
avector of time-varying factors.

With our assumptions, equation (3) becomes a pand estimating equation. We exploit
cross-sectional variation to estimate{ E(d, )} , coefficients that are time varying but common to dl
assets. These discount rates are the focus of our study. We use time-series varidion to estimate
the asset-specific “fixed effects” and factor loadings{b °,b'} , coefficients that are constant

acrosstime. Intuitively, these coefficients are used to account for asset- ecific systematic risk
(the covariances). We treat them as nuisance coefficients, required only to clear the way to
produce estimated discount rates.

Estimating (3) for a set of assetsj=1,...,J and then repeating the andyss for the same
period of timewith a different set of assetsj=1,...,J gives ustwo sats of edtimates of { E(d)}, a

sequence of estimated discount rates. These can be compared directly, usng conventiona



datistica techniques. In particular, estimated discount rates can be compared either one by one
(uang t-tests), or jointly (using alikelihood-ratio test). Under the null hypothesis of market
integration, the two sets of E(d) coefficients are equd.

Our assumptions are weak. It seems uncontroversial to assume that expectations are
rationa for financial markets, at least in the sense that pricing errors are not ex ante predictable.
It also seems reasonable to assume that the firm- gpecific covariances (of payoffs with the
discount rate) are either constant or depend on only asmall number of factors; it is certainly
standard practice (e.g., Fama and French, 1996). Further, we have to make the latter assumption
only for short time periods.

Our methodology has a number of strengths. Firdt, it is based on a generd intertempora
theoretica framework, unlike other measures of asset integration such as stock market
correations (see the discusson in eg., Adam et. d. 2002). Second, we do not rely heavily on a
particular asset-pricing modd (e.g., the CAPM used by Bekaert and Harvey, 1995), though
standard models are completely consistent with our methodology. Third, we do not need to
modd the expected discount rate directly. The discount rate need not be determined uniquely, o
long as the expectation of the discount rate is unique. Fourth, our strategy requires only two
relatively mild assumptions, we need not assume e.g., complete markets or homogeneous
investors, or that we can modd “mimicking portfolios” wdl. Fifth, the technique requires only
ble and reliable data on asset prices, returns and time-varying factors (if the latter are
employed); no other dataisrequired (e.g., the “world” or “market” portfolio). Sixth, the
methodology can be used &t very high frequencies and at low frequencies as well (though the
latter requires a set of reasonable factors). Seventh, the technique can be used to compare

expected discount rates across many different classes of assetsincluding domestic and foreign



stocks, bonds, and commodities. Next, the technique is easy to implement and can be applied
with standard econometric packages, no specidized software isrequired. Findly, the technique

isfocused on an intrindcaly interesting object, the estimated expected discount rate.

3: Relationship tothe Literature

We consider the pricing of two assets to be integrated when the discount rete (d,,, ) used
to price next period's payoff to one asst, is the same as the discount rate used to price the same-
period payoff to the other asset.. This definition of asset integration holds across asset pairs, asset
portfolios, and asset markets. Indeed, it provides our definition of an asset market, whichis a
portfolio of assets priced by the same discount rate. The discount rate accounts fully for
aggregate risks, is stochadtic across periods, and is fully consstent with dl intertemporal models
of asset pricing.

An example may help to fix ideas. Condder a representative-agent modd of a macro-
economy. Suppose that the agent holds arisky asset — say an equity share. The Euler equation

characterizing the agent’ s holding of thisasset is:

ru’ (Ct+1)
u(c,)

p! = E( Xl) 1)
where: r <1 isacongant, u'(c,) isthe margind utility of consumption & timet and the prices

ru'(c,,)

u'(c,)

and payoffsarered. Inthisequation (1), d,,, °© . Werefer to d,,, asthe discount rate

because it discounts things from time t+1 to today, timet. The discount rateis not necessarily



the constant r <1, but it could be. This disoount rate prices risks occurring inx’,; that covary

with the discount rate®

Equation (1) illugtrates the crucid point that the discount rate has no special provision
for asset j. Inequation (1'), idiosyncratic risks are not priced; only aggregate risks are priced.
Thisisatautology, but aussful one. The only way arisk connected to asset j will be priced isto
the extent that the risk is corrdlated with aggregate risk. If asset j contains any remaining risk,
that risk isidiosyncratic and disappears upon aggregation. When the discount rate is the same
across a portfolio of assets, then the asset-specific risks are shared by holders of those assets.
When it is different across asset portfolios, then risks connected to those portfolios are not shared
across portfolio holders.

Equation (1') isjust an example. The stochagtic varidblewecdl d,,; aisesinany

context where people buy something today that is expected to pay off tomorrow. For example,

there need be no representative agent, and everyone need not hold the same portfolio. This paper

is concerned with characterizing and testing aspects of the distribution of d,,;, an unobservable

=T
variable. From observable data on asset prices and payouts, we infer properties of agent’s beliefs
about the digtribution of the discount rate.

Before we recount the most important contributions in the literature relevant to our
investigation, we emphasize that we bresk from the literature at the most fundamentd level. The
literature is nearly uniform in its concentration on the variance of the discount rate, and its
covariance with asset payouts. We devel op these moments but only as nuisance coefficients, we

need to clear from our path in order to measure the estimated discount rate, E,d,,,. We do not
assume d,,, (and thereforeE,d,,) to be equal across dl assets or across al portfolios of assets.

Instead, we estimate E,d,,, in pandl regresson models, and test the proposition of cross-portfolio



equdity of E.d,,. That is, we check for asset integration empiricaly. Arethe Ed,, estimates
produced from two asset portfolios sgnificantly different from each other? If not, we cannot
reject asset integration. If so, we can.

Most of the literature assumes Ed ., to be equal across assets because it is convenient to

do so. Consider the generic asset- pricing equation as applied to a safe government security, sold

at aprice of $1 and paying $({+i,) next period. This becomes:

1=E(d.,(@+i,))

Since we have assumed the payment $(L+i,) to berisk free, it followsthat 1/(1+i) = Ed,,,. Of

course thisis useful for assets other than government-backed ones only if the discount rate for
those non-gover nment assets is identical to the discount rate for government-backed assets We
test for the equality of expected discount rates across classes of assets, rather than assume that
equdlity.

Our ideas build especidly on Hansen and Jagannathan (1991), Cochrane ( 2001), and
Brandt, Cochrane and Santa-Clara ( 2002). The gpplication isindirect, but the lineage is clear.
All these authors use equations like equation (1') to construct bounds concerning the standard
deviationsof d and of asset prices. Where they concentrate on second moments we concentrate
on firs moments. Chabot (2000) independently uses an approach smilar to ours to assess stock
market integration in the nineteenth century, while Chen and Knez (1995) provide arelated
goplication.

We a0 pull ideas from mainstream Finance s asset-pricing econometrics as summarized

by Cochrane (2002). This branch of inquiry was pioneered by Sharpe (1964) and refined



subsequently by many others, including Fama (1970, 1991); Cochrane (2002) provides an
excdlent survey. Our relation to this empirical literature can be seen from our payoff equetion

(3), which we repest as.

XtLl = dt ( pt] - COVt (dt+l’ th+l)) + etj-i-l (3)

When it isassumed that d, =1+i,, weobtain

th+1 - (1+ it ) ptj =- (1+ it )COVt (dt+1ixtj+1) + etj+1 (3’)

Theterm (1+1,) cov(d.,.,, x\,.) isthen modded in thisliterature as afunction (usudly linear) of
market-wide factors. The factors are market-wide, becauseit is assumed that idiosyncratic
factors are not relevant to(1+1i,) cov(d,,,, x.,.) .4

We differ from this Finance standard in three aspects. First, we do not assumed, =1+i,.
Instead, we estimate d, each period based on a portfolio of assets we maintain to be integrated;
&t isan estimated or “shadow” risk-free return. We then test sets of at from one portfolio againgt
those obtained from another portfolio. If the assetsin the two portfolios are priced by the same
d, then the at will not differ Sgnificantly.

Second and less important, we concentrate attention on c]t , ot on estimates of factor
loadings (regression coefficients) estimated in linear models of (1+i,) cov(d,,,,x..,) . Because

we concentrate on at , our focusis on the cross-sectiona dimension of the pand, e.g., the number



of stocks, rather than the length of the time series. Our time series dimension is short by Finance
standards; we use one or two months of daily data. Limiting our time dimengon isintended to
minimize spedification errors resulting from time-variation in factor loadings (and factor), but it
aso limits dso the estimation precison of time-constant parameters.

Third, our estimating equation (3) is non-linear while equation (3'), the Finance standard,
islinear when (L+1i,) cov(d.,,,x..,) islinear. Thus, in our specification the term
d, cov(d,,,,x/.,) —the compound value of bearing asset j’ srisk from t to t+1—istimevarying
because of time variation in the factors explaining cov(d, ,, X..,) and because of time variation in
d,. When condrained by d, =(1+i,), variaion in thisterm islimited because in practice
monetary authorities smooth short-term interest rates.

The tradition in Internationa Finance to which we owe our greatest debt is surveyed by
Karolyi and Stulz (2002) and known as the world CAPM (WCAPM) literature; see, eg., Solnik

(1974), and the recent contributions by Edison and Warnock (2003) and Goetzmann, Li, and

Rouwenhorst (2001). Thisisvery closeto our work in spirit, but more specidized in

application. Recdl that the Capital Asset Pricing Modd isatheory of d,,;. In Sharpe’'s CAPM,
d,, =a+bR,, where aand b are data-determined constants and R’ isthe return on the
domestic-market portfolio. Turning thismode into its internationa verson entails moving from
R} to R, where R}, isthereturn on the world portfolio. Theideaisif CAPM, or avariant, is
correct and asset markets are integrated internationally, then the process of world asset
integration involves d's moving toward a+bR}; (or the multi-factor equivaent) from some

domestic-economy initid position. We encompass single-factor WCAPM and its multi-factor



variants as specia cases. Ingtead of our having to take a strong stand on a, b and the identity of

R} or R}, weedimated directly.

Findly, afew words on arbitrage and replication. Replication is afundamenta ideain
finance; two identical cash flows should have the same price, thereby precluding arbitrage. To
use our notation, two assetswith identica x’s should have the same p's. This of course assumes
that the same discount rate is used; if the same discount rate were not gpplicable to two assets
with identica cash flows, they would not have identical prices. Thus equaity of discount ratesis
criticd to the replication/no arbitrage pricing technique commonly used in finance.

Our methodology is completely consistent with thet of replication; in an arbitrage-free
world, if we examined a set of assetswith identical x’'s, not only would their prices be identicd,
but our technique would deliver identical expected discount rates. However, though our
methodology does not preclude them, it doesn’t need or require identica payoffs.

Whenif we find differert estimated discount rates, it does not necessarily imply a
deviation from arbitrage since we do not rely on comparing identica cash flows. Thus, our
methodology is redly an extenson of the concept of market integration, beyond the sphere
where one can goply replication arguments. That is, this project is fundamentaly about testing

ast integration when one cannot reedily gpply a replication/no-arbitrage argument.

4: Implementation
We begin by esimating a modd with firm-specific intercepts and a single time-varying
factor. In practice, we divide through by lagged prices (and redefining residuas and coefficients

appropriately):

10



Xho ! Pl =d (P! 1) +b 7 +bif ) +ely (4)

for assetsj=1,...,J, periodst=1,...,T. That is, wedlow {d} to vary period by period, while we
use a“two-factor” model and let {} ={b°,b "} vary asset by asset. We normalize the data by
lagged prices since we believe that COV, (d.,,,, X, / p.,) can be modeled by a simple factor

modd with time-invariant coefficients more plausibly thanCOV, (d.,,, X/,,) , and to ensure
stationarity of al variables®

Equation (4) can be estimated directly with nontlinear least squares. The degree of non-
linearity is not particularly high; conditional on {d} the problem islinear in {3} and vice versa®
We aso use robust (heteroskedasticity and autocorrelation consstent “Newey West”) covariance
estimators.”

A few words on our choice of the factor model arein order. Our model is more generd
than, and subsumes the static Capita Asset Pricing Model (CAPM) for two reasons. Firg, the
CAPM modeds the discount rate as alinear function of the “market return” and thus ddivers an
asset- gpecific correlation that has atime-invariant corrdation with “the market.” Thisimpliesa

congtant correlation of the discount rate with the asset, which would be picked up by our asset-
specific intercepts{ bjo} . Second, the CAPM (in both single and multi-factor versions) estimates
discount-rate covariances conditiona on either E(d) = 2/(1+i) or on some other maintained

model for E(d), eg. E(d,..) = E(_"%)y e need not maintain any paticular modd of

u'(c,)
E(d); it remains a vector of uncongtrained coefficients estimated period by period in our

methodol ogy.
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We choose as our single time-varying factor the square of the market return, that is
[In(Index);- In(Index);.1]> where Index is eg., the S& P 500 index when we examine large
American stocks (and e.g., the NASDAQ when we examine NASDAQ stocks, etc.).® This seems
anaura choiceto us, it isasmple function of arelevant aggregate shock that is easly
obsarvable. While we think of this as consistent with the spirit of the Intertempora Capita
Asset Pricing Modd (ICAPM), it does not seem to be a particularly important issue, and we
discuss afew different factor models below.

We gart with amoderately high frequency approach. Using daily dataalows usto
edimate the coefficients of interest {d} without assuming that firm-specific coefficients are

constant for implausibly long periods of time

5: A Detailed Illustration: Large American Stocks

Our empirica work begins with an examination of the integration of degp American
equity markets. Large American stocks are traded on liquid markets, which we consider a priori
to be integrated. We begin with daily data over a quiet two-month period, April-May 1999
(about ayear before the end of the Clinton bull market).X° Two months gives us a span of over
forty daily observations; this does not appear to stretch the credibility of our assumption of
congtant asset- specific effects excessvely, while fill dlowing usto test financid market
integration for an interesting span of data. \We see no reason why higher-frequency data cannot
be used.™*

Our data st is drawn from the “US Pricing” database provided by Thomson Analytics.
We use clogng rates for the firgt (in terms of ticker symbol) one hundred firms from the S& P

500 that did not go ex-dividend during the monthsin question.? The absence of dividend
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payments alows usto set x',, = p/., ; we choose a hundred firms since we split the data set in
two to test for integration and think that fifty firm provides a reasonable cross-section. '
Our sample period conssts of 43 days. Since we lose the first and last observations

because of lags(p, ;) and leads (p/,,) , we are left with atotal of 4100 observationsin our panel

data set (100 firms x 41 days). Our data has been checked for transcription errors both visually
and with random crasschecking.
We begin by using data from the firgt 50 firms to estimate discount rates (i.e., estimates

of d, ° [1/E,(d,,;)]). We graph our estimated deltas along with a plus'minus two standard error

confidence intervad in Figure 1.

The expected discount rates seem reasonable. The estimates of delta are close to unity
(and are never sgnificantly different at standard confidence levels), with relaively tight
confidence intervals* It isinteresting to note that they vary considerably over time, consistent
with the thrust of Hansen and Jagannathan (1991). The hypothesis of constant deltais rejected at

any ressonable significance level.™®

Wearelessinterested in {3} ={b °,b"} , coefficients that are nuisances for our purposes.
Siill, we note in passing that the { b °} coefficients are negative while {b'} estimates are positive;
both sets of coefficients are jointly Sgnificant but individudly indgnificant.

What we are redly interested in is using our estimates to test for market integration. One
easy way to do thisisto compare the delta estimates from the 50 firms graphed in figure 1 with
those from a different set of S& P firms (but the same time period). Figure 2 portraysthe
expected discount rates from Figure 1 dong with those from another (mutualy exclusive) set of
50 S& P firms, again from April-May 1999; we dso include the plusminus two standard error

confidence interva (the latter from the second set of firms).
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Clearly the two sets of expected discount rates are close when examined day by day; the
differences are individudly insggnificant & conventiond levels. It isdso smpleto test for joint
equality of the two sets of ddtas. The log-likdlihood of our estimate of (4) from the first set of
fifty firmsis 4192, while that from the second set of fifty firmsis4333. When we pool acrossdl
hundred firms and estimate a Sngle set of ddtas, the log-likelihood is8505. Under the null

hypothesis of market integration, the ddltas should be equa. With normally digtributed resduals,

twice the difference in the log-likelihoods is distributed as ¢ # under the null with T degrees of
freedom. Since 2((4192+4333) - 8505) = 40 sits virtudly at the median of the ¢ ?(41)
digribution (the p-vaueis .49), the null hypothesisthat the S& P 500 stock market isintegrated
cannot be rgjected during this period of time. All this bolsters our confidence in the
methodology. Thisis especidly true since the excess kurtosis commonly observed in daily
returns probably makes our critical vaues (which rely on normdity) quite conservative. Further,
it is standard in finance to examine portfolios of assets which have consderably less noise than
individua assets, making our test even more demanding.

In passing, we note that the point estimates of our expected discount rates do not seem to
depend very senditively on the exact factor modd, i.e., the parameterization of
CoV,(d,.,, %,/ p/,). We have re-esimated our model without our time-varying factor (i.e.,
stting{b ' =0} ) and a'so without our intercepts (i.e., setting {b° =0} ). Figure 3 portraysthe
expected discount rates for our default specification and both aternatives, generated from al one
hundred S& P firms. While the confidence intervals change across specification, the point

estimates do not seem to vary ether dramaticaly or sysematicaly. We stick with our default

two-factor modd sinceit is both more generd than the dternatives, and delivers the widest
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confidence intervas, making it more difficult for usto rgect the hypothess of market
integration.

We have redone our analysis for two other two-month periods in 1999: July-August and
also October-November. We have a so repested the analysis for the same three two- month
periods in 2002; dl results are presented in Table 1. Two of the Six sample periods seem to
present only margind evidence in favor of the null hypothesis of market integration, while the
results for October-November 2002 are incons stert with the null a al conventiond sgnificance
levels. While it gppears that the hypothesis that the market for S& P 500 stocks isintegrated can
be regjected for at least one of our Six sample periods, we try not to take these results too literaly,
for two reasons. Firg, the resduas are unlikely to be normaly distributed because of
leptokurtosis. Second, we are using individua stocks rather than the portfolios that most finance
economists use. Ongoing research indicates that bootstrapped results from portfolios of socks
leads one to conclude that the hypothesis of integration of the S& P cannot be rejected.

Figure 5 portrays expected discount rates for the six different sample periods we
examine, al estimated from 100 S& P firms. The time-series volatility of deltais sriking and
wholly conggtent with the spirit of HansenJagannathan (1991).

Using different factor models (that is, different modes of for firm covariances
COV,(d.,,, %,/ p.,)) does not seem to change our results. Appendix 1 hes four sets of
andogous results to those in Table 1, derived using four different factor models. Our default
mode (of Table 1) is atwo-factor model with a set of firm-specific intercepts {b°} and firm-
specific dopes for the square of the market return {b'}. We have aso examined: a) a one factor
mode with just {b®}; b) another one factor model with just {b*}; c) atwo-factor model with

{b°} and firm-specific dopes for the level of the market return, and d) a three factor model with
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intercepts and firm-specific dopes for both the level and square of the market return. No
conclusions of substance are much affected by the precise choice of factor modd. Wefind this
robustness reassuring.  Still, there is no reason why other factors (e.g., firm sze) cannot be

used.*®

6: Further Examples
Having illustrated our basic methodology in some depth, we now provide a series of
other gpplications of our technique. These are intended to illustrate the power and breadth of its

potentia use.

Isthe S& P Integrated with the NASDAQ?

Most large American stocks are traded on the floor of the New Y ork Stock Exchange;
many smaler stocks are traded dectronicaly on the NASDAQ. It isinteresting to compare S& P
500 stocks to the NASDAQ); we test whether S& P 500 equities are integrated with stocks traded
on the NASDAQ. To do this, we obtain NASDAQ data that are smilar in style to those from the
S& P 500 (they are closing rates, also obtained from the US Pricing database of Thomson
Andytics). Again, we usethefirst 100 (in terms of ticker symbal) firmsthat did not go ex-

dividend during the samples we examine,

Are American and Canadian Stock Markets Integrated?
Canada and the United States are smilar economies in anumber of respects, and there
arefew barriersto flows of goods, services, or capital between them. Wefind it interesting to

as if the Canadian stock market isintegrated with its American counterpart. To pursue this, we
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use closing prices on equities from the Toronto Stock Exchange (TSE) 300, again obtained from
Thomson Anaytics. We convert these pricesin Canadian dollars into American dollars by using
closing foreign exchange rates obtained from the Bank of Canada.!’

We have been unable to obtain afull set of 100 Canadian stocks for al 6 periods. In fact
we only have data for 63 firms for both 1999md4/5, and 1999m7/8, and 66 firms for 1999m10/11.
Sincethe set of firmsrisesto 81, 82, and 83 for the three 2002 samples, we choose not to use

1999 data for this example.

Are American Stock and Bond Markets Integrated?

Our methodology can be readily applied to financia markets beyond equity markets, and
the most obvious candidates are bond markets. In particular, it isinteresting to ask if stock and
bond markets are integrated in the sense that the expected discount rates are smilar.

We begin by using closng “clean market” prices on AAA cdass US government, and
corporate bonds, taken from DataStream. As aways, we choose those that did not go ex-
dividend/coupon during the sample. (Since we do not have a complete set of 100 AAA bonds
for 1999 — we have only 92/92/53 bonds for the three samples — we again only use 2002 data for
the bond examples) We aso use similar data on A+ bonds (from corporations, financia
ingtitutions or governments), and BB+/BB bonds (often referred to as “junk bonds’). It should
be noted that the quality of the bond price quotesis questionable since some bond markets are

illiuid,
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Evidence

We present four different sorts of evidence on asset integration. First, we present
likelihood-ratio tests of the hypothesis of internal market integration, analogous to those of Table
1. Theseare presented in Tables 2, 4, 6, 8, and 10 for NASDAQ stocks, TSE stocks, AAA
bonds, A+ bonds, and junk bonds respectively. Second, we present likelihood-ratio tests of
integration across asset markets. Thusin Table 3 we test the integration of NASDAQ and S& P
stocks; tables 5, 7, 9, and 11 are analogues that compare the S& P to the five other assets.

The evidence presented in tables 1 through 11 is purely satistica in the sense that we can
rgiect the null hypothesis of asset integration, or not. But rgection of the hypothesis of market
integration may occur for different economic reasons. Thereis abig difference between two sets
of detasthat are amilar in magnitude but sufficiently far gpart to rgect the null of integration
under the assumption of normality, and two sets of deltas that are wildly different. Since we are
interested in interpreting our results, we present time-series plots of the expected discount rates
derived from our six different assets (along with gppropriate confidence intervals) in figures 6
through 8. Scatter-plots of expected discount rates are portrayed in figures 9 through 11.

Findly, tables 12 through 17 present quantitative economic measures of the degree of
market integration (DMI) using anumber of different metrics for the * closeness’ of the expected
discount rates. There are anumber of ways of measuring the closeness of expected discount
rates. We have not yet settled on a single summary Satigtic, but provide afew different
mesasures of the degree of market integration.

The first measure we choose is the mean absolute difference between the expected
discount rates. Thus for any two asset classesp and g, wecompute (1 /T )S, |d,” - d ? |.

The second, closdly related measure is based on the Grubd-LIoyd measure of intra-industry trade
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andis (1/T)S,2|d,” - d/ |/(d” +d*) . For both measures, smaller vaues indicate closer
integration; avalue of zero indicates perfect integration. The results for the three different
samplesin 2002 are available in Tables 12-14. To interpret these numbers, notice that the entry
in Table 12 relating S& P to TSE (below the diagonal) is .04. Thisis corresponds to a 4% daily
interest rate differentia, which islarge compared to annudized interet rates.

We a so use two measures borrowed from Brandt, Cochrane and Santa-Clara (2002), who
examine internationd risk sharing. In particular, we compute
1- [s *(Ind - Ind?) /(s *(Ind”) +s *(Ind )] and 1- [s *(d,” - d?)/(s *(d) +s *(d?))] . Resuits
for the 2002 samples are available in Tables 15-17. These measure have properties Smilar to
those of correlations; the measures are unity when the expected discount rates are identicd, zero
when the expected discount rates are uncorrelated, and equd to minus one if e.g.,
Ind? =-Ind/.

Findly we note that al four of our measuresignore sampling imprecison; that iswe do

not provide confidence intervals for any of the measures.

Results

It is easy to summarize the results that we find beyond the S& P. Without taking critical
vauestoo literdly (because of leptokurtosis and the fact that we examine assets rather than
portfolios), the null hypothesis of integration ingde bond marketsis rgjected. Sometimes the
regjections are quite staggering in the sense of likelihood ratio gatistics that exceed one thousand
(when congstency with the null implies figures below sixty). The evidence for integration
across asset classes uniformly rejects the null hypothesis, usualy in an overwhelming fashion. '

A different interpretation is that we have found the cross-sectional analogue to Hansen
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Jagannathan (1991); Hansen and Jagannathan find evidence of time-series dispersion in discount
rates whereas we find evidence of cross-sectiond dispersion in expected discount rates.

The expected discount rates portrayed in figures 6 through 8 indicate that deltas for
different asset classes are usudly volatile on atime seriesbasis. But they often differ across
asst dasses. We can seethis clearly by focusing on April-May 2002, a sample of specid
interest anceit isonly for this sample that the hypothesis of market integration cannot be
rgjected for the S& P (though it can for the five other assets). There are anumber of dayswhen
the expected discount rates of different asset classes are quite different. For instance, day 28
(May 8, 2002) in delta estimates of .78 (se of .06) from the S& P, 1.33 (.26) from the NASDAQ,
.99 (.29) from AAA bonds, 1.09 (.24) from A+ bonds, and .55 (.07) from junk bonds. These
expected discount rates seem far gpart in both statistical and economic senses.

Thefinding of economicaly sgnificant differencein ddtasis corroborated in Tables 12-
17, which tabulate four measures of the degree of market integration (DMI) for the different
assets and sample periods. Our measures of DMI vary dramaticaly from period to period, and
there are no obvious groupings of assets that are consistently tightly integrated.

Of course, we have only examined six financid asset classes, and only for six periods of
time; our results may not be generd. Still, we emphasize that the assets we examine are traded
on gpparently deep markets with few important frictions. We find the nearly uniform lack of
evidence of integration both reassuring (snce it implies that our technique is powerful), and
puzzling (Snce we do not understand why these markets are not integrated). Much food for

thought!
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7. Looking Backward and L ooking Forward

In this paper, we hope to have made two contributions. Most importantly, we presented a
methodology for testing asset integration. Rather than assume that the “risk-freg’ rate from
short-term government treasury hills is the appropriate discount rate for stock and bond markets,
we test this assumption by comparing estimated discount rate derived directly from asset price
data. Our technique can be easily implemented using standard data and econometric techniques,
while being tightly based upon a tandard genera theoretical framework. It has demongrable
empirical power to estimate expected discount rates — the estimated inverse of the margind rate
of intertempora subgtitution — with precision. In fact, we have been able to regject the hypothesis
of equal expected discount rates (and thus market integration) for anumber of different financid
markets. The assets we consder include the S& P 500, the NASDAQ, the TSE, and a number of
American bond markets, none have any obvious substantia trade frictions. We are thus
somewhat perplexed by our second contribution, ageneral lack of evidence supporting asset
integration across markets.

We have chosen to interpret our finding asindicating alack of integration; but our tests
are conditiond upon amodd of asset covariances. While we find the strength and robustness of
our findings with respect to the exact covariance mode reassuring, our implicit modd makes us
cautious in our conclusons. While our technique has a number of strengths; it clearly does not
resolve the issue of asset integration. While we can rgject the hypothesis of asset integration for
certain interesting samples, our technique does not shed light on the economic caus(s) for these
rgections. Do asset markets seem to be segmented because of artificia barriers (e.g., capita
controls or taxes), asymmetric information, or some other phenomena? This remains an

interesting topic for future work.
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A number of easy extensions occur to usimmediately. It would be interesting to pursue
both higher- and lower-frequency approaches, to seeif there is more evidence of market
integration within say individua days, or across decades, and whether market integration is
growing. It would aso be interesting to examine asset integration before and after periods of
extreme financid turbulence. Wewould aso like to group assets into portfolios (asis the norm
in the finance profession), and check for kurtosis explicitly. We plan to pursue these topicsin

future work.

22



Refer ences

Adam, Klaus, Tullio Jappelli, Annamaria Menichini, Mario Padula, and Marco Pagano (2002)
“Analyse, Compare, and Apply Alternative Indicators and Monitoring Methodologies to
Messure the Evolution of Capitd Market Integration in the European Union” University of
Sderno manuscript.

Bekaert, Geart and Campbel R. Harvey (1995) “Time-Varying World Market Integration”
Journal of Finance 50-2, 403-444.

Brandt, Michael W., John H. Cochrane and Pedro Santa- Clara (2001) “Internationa Risk-
Sharing is Better than you Think” NBER Working Paper #3404.

Chabot, Benjamin (200) “A Single Market? The Stock Exchanges of the United States and
London: 1866-1885" Univergty of Michigan working paper.

Chen, Zhiwu and Peter J. Knez (1995) “Measurement of Market Integration and Arbitrage’
Review of Financial Studies 8-2, 287-325.

Cochrane, John H. (2001) Asset Pricing, Princeton University Press.

Edison, Hali and Frank Warnock (2003) “U.S. Investors Emerging Market Equity Portfolios: A
Security-Level Andyss’ IMF manuscript

Fama, Eugene (1970) “Efficient Capitd Markets A Review of Theory and Empirical Work”
Journal of Finance 25, 383-417.

Fama, Eugene (1991) “Efficient Markets: 11" Journal of Finance 46, 1585-1618.

Fama, Eugene and Kenneth R. French (1996) “Multifactor Explanations of Asset Pricing
Anomdies’ Journal of Finance 51-1, 55-84.

Goetzmann, William N., Lingfeng Li, and K. Geert Rouwenhorst (2001) “Long-Term Global
Market Correlations’ NBER WP #3612.

Hansen, Lars Peter and Ravi Jagannathan (1991) “Implications of Security Market Data for
Models of Dynamic Economies’ Journal of Political Economy 99-2, 225-262.

Karolyi, G.A., and R. Stulz (2002), “Are Financia Assets Priced Globaly or Localy?’
forthcoming Handbook of the Economics of Finance (George Congtantinedes, Milton Harris and
Rene M. Stulz, eds,) North Holland.

Solnik, Bruno (1974) “An Equilibrium Mode of the International Capitd Market” Journal of
Economic Theory 8, 500-24.

23



Log Likelihoods April-May 1999 July-Aug. 1999 Oct.-Nov. 1999

First 50 Firms 4192 4819 4191

Second 50 Firms 4333 4899 4358

All 100 Firms 8505 9687 8526

Test Statistic (df) P-value 40 (41) .49 62 (42) .98 46 (41) .73
April-May 2002 July-Aug. 2002 Oct.-Nov. 2002

First 50 Firms 5091 4108 374

Second 50 Firms 5130 4326 4072

All 100 Firms 10197 8403 7825

Test Statistic (df) P-value 48 (43) .72 62 (43) .97 82 (42) 1.00

Table 1: Testsof Market Integration inside the S& P 500, Two-Factor M odel

Log Likelihoods April-May 1999 July-Aug. 1999 Oct.-Nov. 1999

First 50 Firms 3343 3646 2048

Second 50 Firms 3354 3808 3415

All 100 Firms 6676 7424 4999

Test Statistic (df) P-value 42 (41) .57 60 (42) .96 928 (41) 1.00
April-May 2002 July-Aug. 2002 Oct.-Nov. 2002

First 50 Firms 3747 3427 3023

Second 50 Firms 4169 3085 3045

All 100 Firms 7848 6457 6032

Test Statistic (df) P-value 136 (43) 1.00 110(43) 1.00 72 (42) .997

Table 2: Testsof Market Integration insidethe NASDAQ, Two-Factor M odel

Log Likelihoods April-May 1999 July-Aug. 1999 Oct.-Nov. 1999

100 S& P Firms 8505 9687 8526

100 NASDAQ Firms 6676 7424 4999

Combined 14,715 16,483 12,084

Test Statistic (df) P-value 932 (41) 1.00 1256 (42) 1.00 2882 (41) 1.00
April-May 2002 July-Aug. 2002 Oct.-Nov. 2002

100 S& P Firms 10197 8403 7825

100 NASDAQ Firms 7848 6457 6032

Combined 17,387 14,323 13,368

Test Statistic (df) P-value 1316 (43) 1.00 1074 (43) 1.00 978 (42) 1.00

Table 3: Testsfor Market I ntegration between S& P 500 and NASDAQ, Two-Factor M odel

Log Likelihoods April-May 2002 July-Aug. 2002 Oct.-Nov. 2002
First 50 Firms 4588 4224 4012
Second 50 Firms 3253 2991 2994

All 100 Firms 7740 7156 6919

Test Statistic (df) P-value 202 (43) 1.00 118(43) 1.00 174 (42) 1.00

Table4: Testsof Market Integration insde the TSE, Two-Factor Model
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Log Likelihoods April-May 2002 July-Aug. 2002 Oct.-Nov. 2002
100 S& P Firms 10197 8403 7825

100 TSE Firms 7740 7156 6919
Combined 17,661 1529 14,573
Test Statistic (df) P-value 552 (43) 1.00 530 (43) 1.00 342 (42) 1.00

Table5: Testsfor Market Integration between S& P 500 and T SE, Two-Factor M odel

Log Likelihoods April-May 2002 July-Aug. 2002 Oct.-Nov. 2002
First 50 AAA Bonds 9220 7245 7893
Second 50 AAA Bonds 10,468 8908 8626

All 100 AAA Bonds 19,113 15,518 16,294
Test Statistic (df) P-value 1150 (43) 1.00 1270 (43) 1.00 450 (42) 1.00
Table 6: Testsof Market Integration inside AAA Bonds, Two-Factor M odel

Log Likelihoods April-May 2002 July-Aug. 2002 Oct.-Nov. 2002
100 S& P Firms 10197 8403 7825

100 AAA Bonds 19,113 15,518 16,294
Combined 22484 18,557 17,556
Test Statistic (df) P-value 14,000 (43) 1.00 5000 (43) 1.00 13,000 (42) 1.00

Table7: Testsfor Market Integration between S& P and AAA Bonds, Two-Factor M odel

Log Likelihoods April-May 2002 July-Aug. 2002 Oct.-Nov. 2002
First 50 A+ Bonds 8771 7341 6770
Second 50 A+ Bonds 9563 8249 8571

All 100 A+ Bonds 18,158 15,269 14,612
Test Statistic (df) P-value 352(43) 1.00 642 (43) 1.00 1458 (42) 1.00
Table 8: Testsof Market Integration insde A+ Bonds, Two-Factor Model

Log Likelihoods April-May 2002 July-Aug. 2002 Oct.-Nov. 2002
100 S& P Firms 10197 8403 7825

100 A+ Bonds 18,158 15,269 14,612
Combined 22,497 18,525 17,520
Test Statistic (df) P-value 12,000 (43) 1.00 10,000 (43) 1.00 10,000 (42) 1.00

Table 9: Testsfor Market Integration between S& P and A+ Bonds, Two-Factor M odel

Log Likelihoods April-May 2002 July-Aug. 2002 Oct.-Nov. 2002
First 50 Junk Bonds 6731 5934 6481
Second 50 Junk Bonds 7613 6098 6522

All 100 Junk Bonds 14,091 11,981 12,975
Test Statistic (df) P-value 506 (43) 1.00 102 (43) 1.00 56 (42) .93

Table 10: Testsof Market Integration insde Junk Bonds, Two-Factor Model
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Log Likelihoods

April-May 2002

July-Aug. 2002

Oct.-Nov. 2002

100 S& P Firms 10197 8403 7825

100 Junk Bonds 14,091 11,981 12,975
Combined 20,467 18,181 17,485
Test Statistic (df) P-value 7,600 (43) 1.00 4400 (43) 1.00 6,600 (42) 1.00

Table11: Testsfor Market I ntegration between S& P and Junk Bonds, Two-Factor Model

S& P 500 NASDAQ TSE AAA Bonds A+ Bonds Junk Bonds
S& P 500 - 07 04 19 .06 17
NASDAQ .06 - .09 15 10 23
TSE 04 .08 - 23 .03 15
AAA Bonds 16 13 19 - .24 .35
A+ Bonds .06 .09 .03 21 - 15
Junk Bonds 17 23 15 33 15 -

Table 12: Degree of Market Integration, April-May 2002
Mean Absolute Difference of Déltas below diagond; Grube-Lloyd Measure above diagona

S& P 500 NASDAQ TSE AAA Bonds A+ Bonds Junk Bonds

S& P 500 - 13 .05 .05 05 .07

NASDAQ 12 - 12 A1 15 17

TSE .05 A1 - 04 04 .05

AAA Bonds .05 10 .03 - 03 05

A+ Bonds .05 13 04 .03 - 02
Junk Bonds .07 .16 .05 05 .02 -

Table 13: Degree of Market Integration, July-Aug. 2002

Mean Absolute Difference of Deltas below diagond; Grubel-Lloyd Measure above diagona

S& P 500 NASDAQ TSE AAA Bonds A+ Bonds Junk Bonds
S& P 500 - .09 .07 10 17 04
NASDAQ .08 - 14 A1 .18 10
TSE .07 13 - .09 13 .06
AAA Bonds .09 10 .08 - A1 .07
A+ Bonds 15 17 12 10 - 15
Junk Bonds 04 09 06 .06 13 -

Table 14: Degr ee.of Market | nt.egration, Oct:-Nov. 2002
Mean Absolute Difference of Deltas below diagond; Grubd-LIoyd Measure above diagond
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S& P 500 NASDAQ TSE AAA Bonds A+ Bonds Junk Bonds
S& P 500 - -58 57 -.65 -59 23
NASDAQ -.67 - -22 74 45 -59
TSE 55 -24 - -26 -29 04
AAA Bonds -64 80 -23 - 81 -52
A+ Bonds -56 46 -.29 72 - -29
Junk Bonds 27 -59 .06 -58 -27 -
Table 15: Degree of Market Integration, April-May 2002
Brandt et d measure in logs below diagond; in levels above diagond
S& P 500 NASDAQ TSE AAA Bonds A+ Bonds Junk Bonds
S& P 500 - -.09 -20 10 .07 .08
NASDAQ -10 - 52 -14 -17 -11
TSE -21 54 - -.07 -04 -01
AAA Bonds 10 -15 -.06 - .96 .96
A+ Bonds .07 -18 -4 95 - 99
Junk Bonds .08 -12 .00 .95 99 -
Table 16: Degree of Market I ntegration, July-Aug. 2002
Brandt et d measure in logs below diagond; in levels above diagonal
S& P 500 NASDAQ TSE AAA Bonds A+ Bonds Junk Bonds
S& P 500 - 53 -67 58 -59 59
NASDAQ 51 - -52 38 -47 .
TSE -.68 -49 - -57 57 -53
AAA Bonds 60 40 -59 - -91 98
A+ Bonds -.60 -A7 .55 -.95 - -
Junk Bonds 61 33 -55 97 -.87 -

Table 17: Degree of Market Integration, Oct.-Nov. 2002

Brandt et d measure in logs below diagond; in levels above diagond
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Figure 1. Expected Discount Rates from Fifty S& P 500 Firms, April-May 1999
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Figure 2: Expected Discount Rates from Two Sets of S& P 500 Firms, April-May 1999
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Deltas from 100 S&P firms, 1999 April-May
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Figure 3: Deltas from Different Factor Models, 100 S& P Firms, April-May 1999
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Deltas from S&P firms, 2002 Oct-Nov
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Figure 4: Expected Discount Ratesfrom Different Setsof S& P 500 Firms, Oct-Nov 2002
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Figure5: Expected Discount Rates from Sets of 100 S& P 500 Firms,
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Deltas from April-May 2002
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Figure 6. Expected Discount Rates from Different Assets, 2 Factor Model, April-M ay 2002
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Deltas from July-Aug. 2002
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Figure 7. Expected Discount Rates from Different Assets, 2 Factor Model, July-Aug. 2002
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Deltas from Oct.-Nov. 2002
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Deltas from April-May 2002
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Figure 9: Expected Discount Rates from Different Assets, 2 Factor Modédl, April-May 2002

Deltas from July-Aug. 2002

sp500
81 &°
86 °
.84_5:‘:: . nasdaq
824 ¢ s
14 o
(Y ..WQ |
q‘ L)
I ‘. : o tse
1,0’2: ° 0) )
L] L) ‘
1-“: ‘e o‘. '\“": ° “. aaa
4 [
9 d::o < ~'¢&‘0.&~. e d
.9
1.054 L g L g L g LJ
Joe le ¢ . s . P
14 ‘,:‘ . R ‘, S % . -".' /." aplus
fi_*‘.‘ b ‘.1& 34, - o ° 0"&‘.
ol IS o s o . o
105q,°° e, c o . o o
“‘g e le ‘o " . ° I ‘* -~ junk
1-”:‘1 o o .“’.l‘. s % 9 , f
.95+
9 1 11 1282 B84 86 .8838 19 95 1 1.086 1 1.05
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Deltas from Oct.-Nov. 2002
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Figure 11: Expected Discount Rates from Different Assets, 2 Factor Model, Oct.-Nov. 2002

36



Appendix 1. Impact of Different Factor Models
Log-Likelihood Testsof Market Integration from the S& P 500

Log Likelihoods April-May 1999 July-Aug. 1999 Oct.-Nov. 1999

First 50 Firms 4139 4793 4171

Second 50 Firms 4271 4867 4334

All 100 Firms 8393 9631 8481

Test Statistic (df) P-value 34 (41) .23 58 (42) .95 48 (41) .79
April-May 2002 July-Aug. 2002 Oct.-Nov. 2002

First 50 Firms 5069 4048 3763

Second 50 Firms 5110 4279 4039

All 100 Firms 10,155 8295 7762

Test Statistic (df) P-value 48 (43) .72 64 (43) .98 80 (42) 1.00

Table Ala: One Factor Model: Only Firm Intercepts { b °}

Log Likelihoods April-May 1999 July-Aug. 1999 Oct.-Nov. 1999

First 50 Firms 4150 4799 4170

Second 50 Firms 4296 4872 4330

All 100 Firms 8426 9640 8477

Test Statistic (df) P-value 40 (41) .49 62 (42) .98 46 (41) .73
April-May 2002 July-Aug. 2002 Oct.-Nov. 2002

First 50 Firms 5070 4078 3755

Second 50 Firms 5099 4306 4016

All 100 Firms 10146 8353 7734

Test Statistic (df) P-value 46 (43) .65 62 (43) .97 74 (42) .997

Table Alb: One Factor Model: Only Firm Siopes{b '}

Log Likelihoods April-May 1999 July-Aug. 1999 Oct.-Nov. 1999

First 50 Firms 4181 4832 4203

Second 50 Firms 4325 4893 4357

All 100 Firms 8485 9695 8539

Test Statistic (df) P-value 42 (41) .57 60 (42) .96 42 (41) .57
April-May 2002 July-Aug. 2002 Oct.-Nov. 2002

First 50 Firms 5090 4109 3796

Second 50 Firms 5136 4343 4072

All 100 Firms 10,203 8417 7827

Test Statistic (df) P-value 46 (43) .65 70 (43) .99 82 (42) 1.00

TableAlc: Two-factor Model: Firm- Intercepts{ b °} , and slopeswith level of market r

eturn

Log Likelihoods April-May 1999 July-Aug. 1999 Oct.-Nov. 1999

First 50 Firms 4235 4858 4224

Second 50 Firms 4375 4925 4386

All 100 Firms 8588 9751 8589

Test Statistic (df) P-value 44 (41) .65 64 (42) .98 42 (41) .57
April-May 2002 July-Aug. 2002 Oct.-Nov. 2002

First 50 Firms 5118 4179 3845

Second 50 Firms 5152 4375 4124

All 100 Firms 10,245 8524 7928

Test Statistic (df) P-value 50 (43) .78 60 (43) .96 82 (42) 1.00

Table Ald: ThreeFactor Mode!: Firm Intercepts{ b °} , slopeswith square { b} and level of market return
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Appendix 2. Two-Factor M odels Estimated on One Month

Log Likelihoods April 1999 July 1999 Oct. 1999
First 50 Firms 1932 2461 2041
Second 50 Firms 2030 2525 2193
All 100 Firms 30948 4973 4216
Test Statistic (df) P-value 28 (20) .89 26 (21) .79 36 (20) .98
April 2002 July 2002 Oct. 2002
First 50 Firms 2578 1993 1805
Second 50 Firms 2553 2044 2005
All 100 Firms 5115 4021 3780
Test Statistic (df) P-value 32(21) .94 32(21) .94 60 (21) 1.00

Table A2a: Testsof Market Integration inside the S& P 500, Two-Factor M odel

Log Likelihoods April 1999 July 1999 Oct. 1999
First 50 Firms 1581 1906 1622
Second 50 Firms 1469 1998 1744
All 100 Firms 3033 3838 3347
Test Statistic (df) P-value 34 (20) .97 32(21) XA 38 (20) .99
April 2002 July 2002 QOct. 2002
First 50 Firms 1824 1687 1568
Second 50 Firms 2193 1591 1423
All 100 Firms 3939 3254 2969
Test Statistic (df) P-value 156 (21) 1.00 48 (21) .99 44 (21) .998

Table A2b: Testsof Market Integration insde the NASDAQ, Two-Factor Model

Log Likelihoods April 1999 July 1999 Oct. 1999
100 S& P Firms 3948 4973 4216
100 NASDAQ Firms 3033 3883 3347
Combined 6730 8569 7350
Test Statistic (df) P-value 502 (20) 1.00 584 (21) 1.00 426 (20) 1.00
April 2002 July 2002 Oct. 2002
100 S&P Firms 5115 4021 3780
100 NASDAQ Firms 3939 3254 2969
Combined 8707 7062 6533
Test Statistic (df) P-value 694 (21) 1.00 426 (21) 1.00 432 (21) 1.00

Table A2c: Market Integration between S& P 500 and NASDAQ, Two-Factor M odel
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Endnotes

1 Any liquidity or other services accruing to the asset holders are also included in x, though in this paper we ignore
such phenomena.

2 To our knowledge this Euler equation is present in all existing equilibrium asset pricing models.

® Note that d,,, isareal discount rate— one that discounts the real payoff , X',,, and turnsitinto areal price p,'.
The units of the discount rate depend on the units of the asset payoff, and the units used for the asset price. If next
period’ s payoff had been in American dollars, then we would have used an American dollar discount rate. Had the
payoff been in Canadian dollars, we would have used a Canadian dollar discount rate. Changesin discount rate
unitsto say American dollars are made by inflating the payoff and current period asset price by the appropriate
American price levelsfor periodst+1 and t respectively, and then undoing that operation in the discount rate — as
below:

rul(ct+1)Qt

N Q+ j+
u (Ct)Qt+1 41 X1

Qp =E
_ €)@
t+1 ~ 1
u (Ct)Qt+l
We maintain the dt+l notation for all discounting. Inthispaper, all prices and payoffswill be quoted in or
converted to U.S.-dollar units.

Here d , an American dollar discount rate. In practice, at high frequencies we assume Q;=Q;.

* Such equations are usually deflated by g’ in practice.

® Without any normalization, the covariances are proportional to prices, so that with constant covariances, we end
up with aterm proportional to the pricein theresidual. That is, dividing by the lagged price makes the residual

better behaved. We have experimented with other normalizations, such asthe average level of pricesat timet P,

and found similar results.

® We prefer not to use a concentrated maximum likelihood estimator, since we would rather not take a stand on the
distribution of e In passing, we have experimented some with starting values, and never found local maximato be a
problem in practice.

" Weimpose no constraints ondso that it need not be e.g., greater than unity; we see no reason why constraints
could not be added in future work.

8 We use the Toronto Stock Exchange Index for Canadian Stocks and the Lehman Brothers bond index for all
bonds.

® Thisis especially true when we do not include many time-varying factors.

10" We choose these months to avoid January (and its effect), February (a short month), and March (a quarter-ending
month), but test for sample sensitivity extensively below.

1 For instance, we could use data at five-minute intervals for aday, making our assumption of constant asset-
specific effects even more plausible; but the question of whether financial markets are integrated over hours (not
weeks) islessinteresting to us.

12 The New Y ork Stock Exchange closes at 4:00pm daily, as does the Toronto stock exchange in the same time
zone, afact we use later on. See The Compact Handbook of World Stock, Derivative and Commodity Exchanges,
Year 2001. Note that Thomson provides price quotes for holidays that we use, in part to ensure consistent samples
across markets.

13 Weinclude data from firmslike: Ace Ltd., Transocean Inc., ADC Telecommunications, AES Corp., AMR Corp.,
AT&T Corp., Adobe SysInc., AMD Inc., Air Prods. & Chems. Inc., and Allegheny Energy Inc.

1 In practice, thereislittle cross-sectional dependence left in our residuals (the time dummies seem to pick it all

up); aregression of the residuals on acomprehensive set of time dummies yields an R? of essentially zero. Still, one
could always use GMM in the event of encountering such problems. We have experimented with GMM, and it
seemstypically to deliversresults almost identical to those of |east squaresin practice. We have also experimented
with different standard errors. Conventional asymptotic standard errorstend to be alittle smaller than the Newey-
West ones, which are similar to bootstrapped ones. For instance, consider the one-factor model estimated for the
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100 S&Pfirmsin April-May 1999. Conventional standard errors average .017 (with little variation), Newey-West
standard errors average .022, and bootstrapped standard errors average .023. Also, the bootstrap shows only very
trivial biasin our delta estimates.

15 Asshownin Table 1, the log likelihood of our equation estimated on 50 S& P firmsis4192. In April-May 1999,
the US 3-month treasury bill rate averaged 4.4%, while the US 30-year treasury bond averaged 5.93%; these are
daily rates of 1.00017 and 1.00023 respectively. If deltahad been constant at the average risklessinterest rate, it
might have been expected to average between these values. Y et thelog likelihood for the default equation estimated
with a constant of this magnitude in place of the deltasis only 4061. Under the null hypothesis of deltasthat are
constant and equal to theinverse of the riskless interest rate, 2* (4192-4061) is distributed as a chi-square with 41
degrees of freedom, grossly inconsistent with the null. When we use al 100 firms, the analogue is 2* (8505-8281),
agai n grossly inconsistent with the null.

15" One could also split the assets by e.g., size, beta, or something else while testing for integration within a market.
Y7 They are available from the “Rates and Statistics’ section of www.bankofcanada.ca. The closerate is updated at
about 4:30pm, some 30 minutes later than both the TSE and NY SE close. This adds some measurement error which
is probably small, since a) the C%/$ rateis stable during this period; and b) the C$/$ market tends to beinactive from
4:00pm to 4:30pm EST/EDST. There are afew dayswhen the C$/$ exchange market is closed in Canada; in this

case we substitute closing rates from the Financial Times.

18 Our rejections of integration do not seem to stem from assuming that our asset-specific effects are constant for a
two-month sample. In appendix 2, we present the analogues to Tables 1 through 3, but computed only with the first-
half of the (two-month) sample. The results from the one-month sample are quite similar to those from the two-
month sample.

40



