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Abstract
This paper uses graphica techniques and multinomid logit andlyss to evauate the causes and
consequences of episodes of turbulence in foreign exchange markets. Using a quarterly pand of
data from 1959 through 1993 for twenty OECD countries, we consider the antecedents and
aftermath of devauations and revauations, flotations, fixings, and speculative attacks (which may not
be successful). Wefind that realignmentsof fixed exchange rates are dike: devauations are
preceded by politica ingtability, budget and current account deficits and fast growth of money, and
prices. Revauations are mirror images of devauations. These movements are largely consistent
with the standard speculative attack modd. In contrast, few consigtent correlations link regime
transitionslike flotations or fixings to macroeconomic or politicd variables. Trangtions between
exchange rate regimes are largely idiosyncretic, and are neither consistently provoked ex ante by
systematic imbaances, nor typicaly justified ex post by subsequent changesin policy. We conclude
that there are no clear early warning signas of many speculative attacks, and no easy solutions for
policy- makers.
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1. Introduction

The exchange rate is the chink in the armor of modernday macroeconomic policymakers.
Beit Italy and the United Kingdom in 1992, France in 1993, Mexico in 1994 or Spain in 1995,
speculative pressures and the dire consequences of the policy responses required to defend the
exchange rate can bring a government's entire macroeconomic strategy tumbling down. Countries
like Sweden in 1992, which raised central bank lending rates to 500 per cent in afutile attempt to
defend its currency peg, have been forced by speculative attacks to concede and redically reorient
their policies. Countries like Mexico, which attempted to devaue in advance of the criss, have
destroyed investor confidence, provoked capitd flight and ignited a financia- market meltdown.
Even the United States, ardatively large closed economy committed to a policy of benign neglect,
was forced in 1994-95 to consider sacrificing other policy goas on the dtar of the exchange rate
when the dollar declined precipitoudy againg the yen. Without redizing it, many observers have
derived an impossibility theorem: neither pegging like Sweden, nor occasiondly redigning like
Mexico and the EM'S countries, nor floating like the United States is a tolerable option.
Policymakers seem to retain no acceptable international monetary dternative.

The more optimigtic view is that countries experiencing severe exchange-market difficulties
are not drawn at random from the underlying population. Those whose pegged rates are attacked,
whose redignments destroy rather than strengthen investor confidence, and whose floating rates are
buffeted by exchange market turbulence are countries which recklessy pursue ingppropriate policies
and thereby bring exchange market difficulties upon themsdves. Thus, the speculative atacks on

Itdlian lira, British pound and Spanish pesetain 1992 have been atributed to inadequately redtrictive



monetary and fiscd policies® Mexico's difficulties were anticipated, a least in some circles, by
observers who warned that the stability of the peso was threatened by excessve inflation and
unsustainable current account deficits? The weskness of the dollar has been blamed on low
domedtic savings and on the Fed's having waited too long to raise interest rates. By implication,
governments can escgpe exchange market difficultiesif they only avoid policy mistakes. Snnersare
justly punished by financid markets and foreign exchange market difficulties are smply areflection of
policiesgone awry.

If unsustainable fundamental's are responsible for speculative attacks, then diminating the
latter is Sraightforward, once the former have been identified. One of the objectives of this paper is
to see whether there isindeed a set of politico-economic fundamentas which are sensbly and
consstently linked to speculative attacks. We consider awide array of variablesin our search for
“early warning” signs of trouble brewing.® But not al speculative atacks may be warranted by
fundamentd forces. If some attacks are sdlf- fuffilling -- i.e., some of the “innocent” are daughtered,
whilenat dl of the“guilty” suffer -- then the policy prescriptions become much more difficult.

Whether policymakers make mistakes or are subjected to speculative attacks on thelr
currencies through no fault of their own, there is the question of what to do when crisis strikes.

Should governments resist speculative pressures and defend the currency at dl cogt, or should they

1 See for example Bank for Internationa Settlements (1993), Commission of the European
Communities (1993), Committee of Governors of Central Banks (1993a,b), Goldstein et d. (1993).

2 See, eg., Dornbusch and Werner (1994).

3 The IMF has recently moved towards a consensusin favor of close monitoring of countries with
potentid financid crises, by means of an early warning system; seethe Financial Times April 27,
1995.



regard market pressures asirresstible and bow to the inevitable? If they givein, should they
respond by realigning, widening the fluctuation band, or floating? While such hypothetica questions
are properly the domain of theoretica andysis, we provide someinsghts by andyzing the postive
question of what has actudly happened following avariety of different exchange rate events, such as
devauations and flotations.

These are among the most fundamental questions of macroeconomic policy in today's world
of internationd capital mohbility. And since financid markets will continue to grow, frustrating the
efforts of policymakersto contain them, they are certain to be among the preeminent policy issues of
coming years.

Our god in this paper isto provide a guide for the perplexed policymaker by supplying
answvers to questions like the following. Are there significant differencesin the observed behavior of
economic and political variablesin periods leading up to episodes of exchange market crissand in
placid periods? Are there economic and poalitical actions that policymakers must forego to avoid
exposing their currencies to speculative attack? Are there Sgnificant differences in the post-attack
behavior of economic and politica variables depending on whether the authorities respond by
defending, devaluing or floating the currency? How, in short, should policymakers manage
turbulence in foreign exchange markets?

Given that these are among the most basic questionsin dl of international macroeconomics,
it is gtriking that we possess S0 little systematic empiricad andys's on which to base policy advice.
Thereis aliterature on the effects of currency devauation (Cooper 1971, Kamin 1988, Edwards

1989, 1993), but most of the episodes it consders are drawn from earlier periods in which financia



markets were less well developed and capita controls were pervasive. None of these studies takes
into account the authorities choice between devauing, floating and widening their currency bandsin
response to an attack, much less for the efficacy of the aternative responses. Most importantly,
these studies focus on exchange rate changesper se rather than currency crises; that isto say, they
include exchange rate changes not preceded by speculative attacks and exclude attacks that were
successfully repelled. For our purposes, thisis a source of selectivity bias in whose presence
inferences about the consequences of speculative atacks may be mideading.

The literature on the causes of currency crisesis even spottier. A few studies (Blanco and
Garber 1986, Cumby and Van Wijnbergen 1989) have asked whether attacks on particular
currencies (e.g. the Mexican peso in the 1970s, the Argentine peso in the 1980s) can be explained
by lax monetary and fiscal policies, as predicted by standard macroeconomic models. But aside
from our own previous work (Eichengreen, Rose and Wyplosz 1994a,b), we know of no recent
studies that compare the evolution of macroeconomic variablesin periods leading up to speculetive
attacks and in a control group of tranquil, non attack periods.

In this paper we extend that previous work and draw out its policy implications. We
examine alarge pand of twenty industrid countries since the retoration of current account
convertibility at the beginning of 1959. Where our previous study considered only periods when
exchange rates were pegged within pre-announced bands, here we andyze the causes and

consequences of turbulence affecting both pegged and floating rates.# By considering awider

4 Anyone who doubts that floating exchange rates can be atacked has merdly to think of the
movements of the American dollar in the Spring of 1995.



vaiety of economic variables, incuding labor market variables like employment, unemployment and
wages, we more clearly distinguish between different explanations for speculative attacks.

In addition to analyzing the behavior of macroeconomic variables, we consder politica
conditions directly. We ask whether speculative attacks are more likely to occur before or after
elections and government changes, whether they are more likely to be directed a unstable or
minority governments, and whether |eft- or right-wing governments are more susceptible to their
effects. We ask how much politica variables contribute to explaining the incidence of speculative
attacks after controlling for macroeconomic policies. Are economic indicators a sufficient satistic to
warn of impending currency crises, in other words, or do politica variables have additiona
explanatory power?

Our previous papers were essentidly stetic, limited to the periods around crises. In
contrast, here we anayze both the prelude and aftermath of attacks. We ask how the post-criss
development of macroeconomic and political variablesis affected both by the pre-attack behavior of
those variables and by policymakers response to the crisis. Where our earlier paperstook a
univariate approach to andyzing the data (comparing the behavior of individud variables oneat a
time, during speculative attacks and periods of exchange market tranquillity), here we embed our
andyssin amultivariate, multinomind framework. We ask whether it is possible to discern
differences in the joint behavior of groups of economic and politica factors across avariety of
different exchange rate episodes. We emphasize that devauations, decisionsto float (or fix) the
exchange rate, decisons to widen the band, and success in repelling successful attacks are all

dternatives and andyze them jointly in the gppropriate multinomind framework. We study the



behavior of macroeconomic and political variablesin both the run-up to and the aftermath of various
developmentsin financid markets -- devauations, flotations, unsuccessful atacks, and so forth -- in
an integrated fashion. In other words, our andyssis dynamic, multivariate, and multinomid, though
norgructurd.

Thefindings are driking. We identify persstent, significant movementsin avariety of
macroeconomic variables both preceding and following currency devauations and revauations. For
ingtance, money and credit growth are high preceding deva uations (compared with periods of
tranquillity), as are wage and price inflation; both current accounts and governments tend to be in
deficit. After the actud event, these tendencies are reversed. These movements are consistent with
the predictions of standard models from open economy macroeconomics that have long guided
policy formulation. They suggest thet governments devalue for good reasons having to do with
externd imbalances, and that deva uations generdly have the hoped-for effects. Thisisafirs key
finding: standard models describe realignments of fixed exchange rates relatively well; many
adjustments to pegs seems warranted; and the adjustment process seems to work.

Not al devauations are preceded by speculative attacks, however; and not al attacks are
successful. Thereis no presumption, in other words, that actual deval uations resemble exchange
rate crises. Indeed, when we turn from deva uations to speculetive attacks (whether successful or
not), we find more heterogeneity. Some macroeconomic variables move in the fashion predicted by
fundamentds-based moddl's of speculative attacks. Attacks are preceded by relatively rapid rates
of money and credit growth and rapid inflation. But the imprecison (manifest in the two standard

deviation bands) is high, indicative of consderable heterogeneity. And other macroeconomic



variables do not move in the direction predicted by fundamentas-based models. Moreover, there
are few ggnificant differencesin the behavior of these variables when we divide crises into successful
and unsuccessful attacks. This suggests that while some attacks are plausibly motivated by
imbaancesin fundamentals, others are not. This conclusion is consstent with the notion that some
attacks are of the purdy sdf-fulfilling vaiety.

That there is uncertainty about when and where speculative atacks occur should be
intuitively plausible. Policymakers -- and market participants-- are often taken by surprise by the
outbresk of crigs. After al, if crises were readily avoidable, why would we continue to observe so
many episodes that saverely damage the standing of paliticians and governments? That the timing of
crisesis hard to predict is consistent with the conclusions of Rose and Svensson (1994) that
macroeconomic fundamentals are of little use for explaining the credibility of EMS parities and of
Eichengreen and Wyplosz (1993) that fundamentals did not obvioudy predict the timing of the 1992
attack on the EMS.

The behavior of anumber of macroeconomic variables varies sysemdticaly between actud
reglignments and tranquil periods, and the standard early-warning sgnal's precede deva uations.
However, the same cannot be said of regime trangtions such as exchange rate flotations, fixings, and
other innovations (such as changing band widths). Trangtions between exchange rate regimes are
30 heterogeneous thet it is difficult to distinguish them systematicaly from periods of tranquillity. This
isour second mgor finding: while exchange rate realignments are alike in many respects,
regime transitions are idiosyncratic. And snceit is difficult to know ex ante whether afixed

exchange rate under attack will be devalued or floated (or for that matter, successfully defended),



there do not appear to be clear early-warning signals which precede changes in exchange
rate regimes and unsuccessful speculative attacks.

Further, regime transitions like flotations or fixings of exchange rates do not vary
systematicaly from periods of tranquillity before, during or after the changein regime. It seems
prima facie reasonable to believe that many regime transitions are neither warranted by
fundamental economic imbalances, nor justified by subsequent policy switches Wefind little
evidence that deva uations or changes in exchange rate regimes are followed by dramétic loosenings
of eg., fiscd or monetary policy. If there exist multiple equilibriain exchange rate regimes so thet
attacks can be successful even without fundamenta imbaances, there are few signs that
governments switch policies in response to these unwarranted regime changes.

Succinctly, the data suggest to us that the internationa financid syssem workswel in degling
with redlignments of fixed but adjustable exchange rates, but poorly when it comesto trangtions
between regimes.

From apolicy point of view, our findings reinforce the feding that there exist no easy
solutions to the exchange rate dilemma. There are no unambiguous early-warning sgnds of
impending crisis. Governments which follow traditiond conservative policies cannot be assured of
insulation from speculative attacks, dternatively, there are no clearly “right” policies. It would
appear that exchange rates can be, and repeatedly are, severely strained and destabilized by

speculative pressures even in the absence of dear imbaances in macroeconomic fundamentals.>

5 Smilarly, governments that give in to speculative attacks are not dway's clearly punished by higher
interest rates or inferior economic performance subsequently.



These implications are not heartening for those who advocate the establishment of exchange
rate target zones (Williamson and Henning 1994) or the re-establishment of a Bretton-Woods- style
system of pegged- but- adjustable rates (Bretton Woods Commission 1994). They suggest that
fallowing the "right" policies may not be enough to support the operation of such schemes. Our
results will aso disgppoint those who favor the continued maintenance of the European Monetary
System during the transition to EMU, for they imply that the EMS system of adjustable bands can
be strained and destabilized even in the absence of overt policy imbaances. They point to alimited
menu of options for improving the operation of the exchange-rate system: (1) monetary union ala
Maedtricht, which promises to diminate exchange rate ingtability by abolishing the exchange rate a
least over alimited domaing (2) atransactionstax or its equivaent on foreign currency deding to
provide policymakersinsulation from market pressures, and (3) learning to live with the current
hybrid system of dirty floating intergpersed with irregular groupings of fixed rates. All of these
options have drawbacks. Noneiswhally atractive. Our conclusion isthat there unfortunately exists

no dternative.

6 While there remain grounds for thinking that certain members of the European Union may succeed
in completing the trangtion to monetary union on the time table laid out in the Maedtricht Tresty,
there is little reason to think that exchange rate ingtability will be diminaed over a wider area by
establishing a single currency for the industrid countries (as suggested in Cooper 1990), much less
the entire world (Bergsten 1994a). Another way of atempting to eiminate the problem is by
establishing a currency board, which is designed to remove from the government dl discretion over
the exchange rate and to completely subordinate other economic policies to that exchange rate
target. As the recent experience of Argentina shows, however, a statutory currency board is no
automeatic guarantee of credibility in a politicized environment. See Eichengreen (1994) for further
discusson.



The paper is organized asfollows. Section 2 reviews what the literature in economics hasto
say about the causes and consequences of speculative attacks. Section 3 provides a brief
description of the dataset. The heart of our paper is Section 4, in which we use graphica
techniques to explore the empirica regularities of macroeconomic data around periods of
devauations, flotations, speculative attacks and a variety of other exchange rate events. Section 5

provides amore statistical trestment. Section 6 draws out their policy implications.

2. Literature

In this section we review what the literature in economics has to say about the causes and
consequences of speculative attacks. Following areview of the standard approach, we focus on the
literature which postdates the 1992 EMS crisis and highlights non standard channels through which
Speculative pressure can be transmitted to the foreign exchange market.

2.1. The Traditiona Approach

The standard approach to balance-of-payments crises follows Krugman (1979).” Inthe
canonica Krugman modd, the authorities peg the exchange rate until their reserves are exhausted, at
which point they float the currency. With the government pegging the reative rate of return on
domestic- and foreign- currency-denominated assets (in Krugman's model, the exchange rate),

investors hold domestic and foreign assetsin fixed proportions. When they rebaance their

7 Krugman's mode is an adaptation of the Sdant and Henderson (1978) mode of buying attacks
on commodity price stabilization schemes.
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portfolios by sdlling an incipient excess supply of domestic assets for foreign exchange, the central
bank is forced to intervene, using reserves to prop up the exchange rate.

Krugman assumed that government budget deficits were at the root of speculative attacks
on pegged currencies. In hismode, al budget deficits are financed with domestic credit. Since
investors exchange only a portion of the incrementa supply of domestic credit (portfolio proportions
remaining congtant), the shadow exchange rate (which would prevail in the event that the pegging
policy is abandoned) depreciates gradudly over time. When it equals the current exchange rate,
investors attack the peg, depleting the remaining reserves, for to do otherwise would make available
arbitrage profits and imply market inefficiency.

The empiricd implication is that we should observe expansionary fiscd and monetary
policies prior to speculative attacks. Such policies should be accompanied by the steedy erosion of
reserves.

Krugman's model has been extended to incorporate deviations from purchasing power
parity (so that pre-attack fiscal expangons are accompanied by increasingly overvaued red
exchange rates, rigng real wages, growing relaive unit labor costs, current account deficits), capita
controls (which lengthen the period of time for which a currency peg can be maintained given the
stance of monetary and fiscd policies), and uncertainty about monetary and fisca policies (the
greater the uncertainty, the faster reserves will be depleted, since the probability of aburst in
domestic credit creation which causes the shadow exchange rate to depreciate below the current
rate is carrespondingly increased), and portfolio optimization by investors (in which case the

assumption that domestic and foreign assets are held in fixed proportions prior to the attack can be

1



relaxed, implying acceerating losses of central bank reserves asinvestors hedge againgt a currency
crisis).8. These extensions suggest additiond regulaities that should be evident in the run-up to
atacks overvaued red rates, higher real wages, risng relative unit labor costs, sgnificant policy
uncertainty, current account deficits, and accelerating reserve losses. In our empirical work, we
search for dl of theseregularities.

Krugman's formulation carries over to crawling pegs and managed floats under which the
authorities do not peg the leve of the currency but commit to an intervention strategy framed asa
path for the exchange rate.® Thus, the same generad mode can be used and the same empirical
predictions derived for attacks on a variety of exchange rate arrangements. Again, theimplication is
that countries which suffer exchange rate ingtability and/or rapid depletion of their reserves should be
those whose policy is excessvely expansonary and uncertain, in which the red exchange rate
indicates overvauation, and where the absence of capitd controls alows the markets to capitdize
on the consequences.

For afew countries with higtories of high inflation (Mexico and Chile in the 1970s; France
and Italy in the early 1980s), the predictions of these modds broadly fit the facts.10 Yet there are

also cases in which monetary and fisca imbaances are not clearly apparent in the period leading up

8 For modeds which treat the pre-attack behavior of wages, prices and real exchange rates, see
Goldberg (1988) and Willman (1988). On the consequences of capita controls in the Krugman
model, see Wyplosz (1986). Penati and Pennacchi (1989) analyze speculative attacks in amodd of
optima portfolio choicee Modds which treat uncertainty explicitly include Food and Garber
(1986a) and Claessens (1991).

% Seefor example Connolly and Taylor (1984) and Connolly (1986).

0 See for example Cumby and Van Wijnbergen (1989) and Penai and Pennacchi (1989) on
developing countries, Thomas (1994) on Italy and France.



crises. Eichengreen and Wyplosz (1993) argue this for many countries affected by the ERM crisisin
1992, for example!' Rose and Svensson (1994) show that, for avariety of European currencies,
measures of redignment expectations (interest differentials purged of the effect of expected
exchange rate movements within the band) are little affected by the prior and contemporaneous
movement of the economic fundamentals to which the traditiond theoretical modes point.12

2.2. Recent Theoreticd Developments

These observations prompted the development of a subsequent generation of theoretica
models whose assumptions and predictions depart from those of the canonical Krugman modd. An
example is Ozkan and Sutherland's (1994) modd of the ERM cridis. In that modd, there may be no
evidence of monetary and fiscal imbaancesin the period preceding the crisis. In contrast to
Krugman's assumptions, the authoritiesmay be following macro policies consstent with the indefinite
maintenance of the prevailing currency peg. Assuming the continued pursuit of those policies, there
is no reason to anticipate the eventua exhaugtion of internationd reserves, in other words. Bt if
those policies are associated with high and rising unemployment (perhaps for reasons beyond the
authorities control, including reasons originating outside the country), a government whaose survival
probability is negatively affected by unemployment and which can reduce unemployment by shifting

to more expangonary policies may be induced to abandon the currency peg. Anticipating this

1 See also Portes (1993) and Obstfeld (1994).

2 One exception, to this generdization is inflation differentials, which do display some association
with redignment expectations in the Rose-Svensson study (consstent with the findings of  the
literature). Thomas (1994) finds that some measures of fundamentas sSignificantly predict
reglignment expectations for France but not for Italy. Their effect is stronger when the deviation of

13



eventudity, speculators may attack in advance of the policy shift. Thus, where the Krugman modd
focused on the determinants of externa balance, the Ozkan Sutherland modd focuses instead on the
decisons of governments concerned with internd balance and constrained by the exchangerate in
their choice of policy response.

In this formulation, the crisis need not be preceded by expansonary monetary and fisca
policies or by the imminent exhaugtion of reserves. Rather, one should observe rising unemployment
and other domestic economic developments of concern to the authorities. These predictions are
congstent with European experience in 1992-93, when speculative attacks coincided with a
degpening recession that aggravated existing levels of unemployment. Caramazza (1993) and
Drazen and Masson (1994) consider data for France, finding that unemployment positively affected
realignment expectations ever since 1987, aresult confirmed by Thomas (1994). Masson (1995)
sudies the UK and similarly concludes that persistent high unemployment increased the perceived
probakility that the government would abandon the sterling parity. 13 To shed light on such issues, we
look at avariety of measures of political variablesjointly with labor market conditionsin our
empirica work.

The Ozkan Sutherland modd, in which events abroad can raise domestic unemployment

and induce an optimizing government to abandon the currency peg, provides one channd through

the exchange rate from the centra parity is included in the specification. In any case, Thomas
concurs with Rose and Svensson in concluding that the effect of fundamentasis uniformly small.

B Until more country studies are conducted, the generdity of these results remains an open
question. This raises the generd issue of whether country- specific effects are important for the
incidence of speculdive atacks, a question which it is possible to address usng the empirica
framework we develop below.

14



which developments external to a country can provoke a currency criss. Gerlach and Smets (1994)
introduce others. In their modd, a speculative attack which leads to devauation by one country
may thresten the competitiveness of atrading partner. This argument has been invoked for Irdland
and Portugd in 1993, whose positions were said to be undermined by the depreciation of the pound
gerling and the Spanish peseta, respectively.1* The empirical implications of ther andyss again
differ from those of the Krugman model. Here, there may be no evidence of budget deficits, rapid
monetization, overva uation, current account deficits or reserve lossesin the period leading up to the
attack. But once the neighboring country devalues, observers revise their assessment of the likely
future evolution of these variables and attack the other currency as well; an infectious contagion of
exchange rate crises may bregk out.  Asin the Ozkan Sutherland framework, the attack may
precede rather than follow imbalances in domestic fisca policies and current accounts, dthough the
Ozkan- Sutherland and Gerlach-Smets modds provide different predictions about which other
varigbles (unemployment in the first case, a successful attack on amagor trading partner in the
second) behave digtinctively in the pre-attack period. We document the extent of “contagion”

effects beow in our empirical work.1®

¥ Again in 1995 the realignment of the Portuguese escudo was blamed on exchange market
difficulties culminating in reglignment in neighboring Spain.

% Honohan and Conroy (1994) document the strong effect of the sterling- Irish pound rate on the
Irish pound/DM rate during the EMS period, which is consstent with the predictions of models of
spill-over effects. Their andyssis less than an ided test, however, for it focuses on the impact on
interest differentids rather than redignment expectations (interest differentias purged of the
contribution of expected exchange rate movements within the band) and because their specification
does not dso include other obvious fundamentas. More generdly, a prediction of these models,
which we can test using our data, is that exchange market crises and events should be clustered in
time,

15



Ancther channd is information effects, in whose presence the collgpse of one currency may
convey information about the collgpse of asecond. Eichengreen and Wyplosz (1993) describe how
speculative attacks which drove a subset of EC countries out of the ERM in 1992, by dimming the
prospects for early monetary unification, conveyed information about the preparedness of other
countries to defend their currency pegs. When this channel is operative, we might expect to see
evidence of monetary and fiscal imbaances in a particular country in the period leading to awave of
Speculetive attacks.

Y et another possibility isthat there exist multiple eguilibriain foreign exchange markets and
that the collapse of one currency coordinates expectations S0 as to shift the market from one
equilibrium to another. Flood and Garber (1984b) and Obstfeld (1986) were the first authors to
link multiple eguilibriato speculdive atacks.’6 In their modds, multiple equilibriaexigt in the foreign
exchange market because of the contingent nature of the macro-palicy rule. In the absence of an
attack, monetary and fisca policies are in baance, and nothing precludes the indefinite maintenance
of the prevailing peg. Thereis no reason to anticipate reserve losses and other indications of redl
overvauation in the period leading up to the attack. If and only if the currency is attacked, however,
the authorities switch to more accommodating monetary and fisca policies consistent with alower

level for the exchange rate. Thus, speculative attacks can be salf-fulfilling. One of aur objectivesin

6 Barnett and Ho (1995) generdize this point about the possibility of multiple equilibria. Note that
this is different from the previous example, which is not one of multiple equilibria as it is described in
the preceding paragraph. If we assume that the first countries to be driven out of the ERM suffered
that fate because of Krugman-like imbaances in economic fundamentads, then there is existed a
unique equilibrium toward which the sysem was heading. (The countries with imbaances in
fundamentals would have inevitably exhaugted their reserves and been forced to devaue, impeling
the othersto follow.)
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this paper isto examine the actua behavior of e.g., monetary and fisca variables to search for
empirical manifestations of policy switches, and characterize them as being frequent or atypica.?’

In the early mulltiple- equilibrium models of Hood Garber and Obstfeld, the assumption of a
contingent policy process (of amonetary policy that shiftsin a more expansionary direction only in
the event of an attack) was ad hoc. Obstfeld (1994) and Bensaid and Jeanne (1994) add the
relevant micro-foundations. Bensaid and Jeanne apped to the Barro-Gordon (1983) model,
assuming that an increase in the unemployment rate raises the cogts to the government of continuing
to pursue policies of price stability.* When the public observes unemployment, it revises upward its
forecast of the probability that the authorities will deviate in order to reflate the economy; thisin turn
requires the authorities to raise the discount rate to defend the currency, which only servesto
aggravate their unemployment problem.

This pogtive feedback hastwo implications. Oneistha asmal rise in unemployment can
provoke a crigs, snce that rise in unemployment will reguire the adoption of policies that will

aggravate the initid problem in avicious spird, and the markets can be expected to anticipate the

7" In the Flood and Garber (1984b) and Obstfeld (1986) formulations, the contingent nature of the
money supply rule opens up the posshility of sdf-fulfilling atacks But the same generd result
obtains if one assumes contingent processes for other policy indruments. For example, Ddlas and
Stockman (1993) show that multiple equilibria can obtain if an attack induces a government to
impose capita controls on a regime of otherwise free internaiond capitad mobility. Uribe (1995)
amilarly shows thet if the authorities adopt a red exchange rate rule, increasing the devauation rate
when the red exchange rate is below its long-run level and vice versa, there is again scope for sdlf-
fulfilling expectetions.

8 Obstfdld describes a number of other channels through which an attack on a currency which
forces the authorities to raise interest rates may thereby induce them to abandon the exchange rate
peg: the impact of higher interest rates on the cost of public debt service, an induced increase in non
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operation of that negative feedback in advance. The other isthat speculative attacks can be self-
fulfilling. If speculators, for whatever reason, lose confidence in the officia commitment to defend
the currency peg, the government will be forced to raise interest rates, which will creste actua or
expected unemployment and thereby further undermine confidence in the government's commitment
to pursue policies of price stability, requiring further interest rate hikes, further aggravating
unemployment and so on, until the currency collapses. If this processis sufficiently swift, periods of
Speculative attacks may look indistinguishable from periods of tranquillity in the data.°

The question for models with multiple equilibria, as Grilli (1986) emphasizes, iswhat
coordinates the expectations and actions of market participants. So long as speculators do not
attack, the exchange rate can be maintained forever, but whenever many traders sl the currency
smultaneoudy, the peg collapses. If there exists asingle large trader in the foreign exchange market,
he can collgpse the peg a any time; but if there are alarge number of small, credit- constrained
traders, they must move smultaneoudy to mobilize an attack of megnitude sufficient to shift the
system from one equilibrium to ancther. Gerlach and Smets suggest that traders may use prominent
events, like turbulence in foreign exchange markets and successful attacks on other countries, as
foca points for coordinating their actions. This notion has been invoked, for example, to explain

why ratification referenda on the Maastricht Treaty seemed to be associated with speculative attacks

performing bank loans and hence bank fallures, and arise in the cost of indexed mortgage debt. A
survey and synthesis of the relevant literature is provided by Jeanne (1994).

B Smilar dynamics arise in Obstfeld's (1994) optimizing mode because the cost of servicing the
public debt depends positively on the interest rate. Hence, aloss of confidence which must be met
by interest rate hikes can so worsen the fiscal position to provoke a self-fulfilling attack. See dso
Lehment (1994).
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on EMS currencies.20 Empiricdly, if the coordinating devices which trigger speculdive attacks differ
over time, speculative attacks may ook idiosyncratic rather than smilar; we may also expect to see
clugtering of attacks over time (a phenomenon sometimes known as the “ contagion” effect).

For agiven st of macroeconomic fundamentds, then, it is equaly possible for an attack to
occur or not depending on how market participants expect one another to react, and how they
expect government to react to their reactions. These models thus point to strategic behavior by
traders and governments as determinants of the incidence of speculative attacks. In the same way
that a devauation in a neighboring country can serve as afoca point inducing speculative sdes,
intervention can serve as afocd point encouraging speculaors to withdraw from the market.2t One
can equdly well imagine, however, intervention might encourage bear speculation if currency traders
have reason to believe that the costs of intervention rise with its magnitude. Assume for example
that the authorities defend the currency by raising the interest rate but that the margina cost to the
government of raising the rate rises as the rate scaes higher levels. Then speculative sales met by

interest-rate increases may cause currency traders to revise downward their estimate of the

2 See Gerlach and Smets (1994) and Eichengreen and Wyplosz (1993). The latter report a survey
of foreign exchange traders, the results of which can be interpreted in terms of this foca- point
notion.

2 One might think that this possihility is especidly plausible if intervention is coordinated with other
countries.  This information effect is diginct from the impact of foreign borrowing, and foreign
support generdly, on the exchange reserves of the government under atack. Buiter (1987) shows
that foreign borrowing does not unambiguoudy delay the timing of an attack; besides increasing the
resources at the authorities command, borrowing increases a country's foreign indebtedness,
implying a larger eventud devauation and therefore a greater incentive for an early atack on a
country with Krugman like imbaancesin fundamentas.
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government's capacity to further defend the currency and encourage them commit additiona
resources to its attack.??

Chen (1995) modes these dynamics in aworld inhabited by asingle centra bank and a
single Soros-like speculator.?® The flow costs of currency sales by the speculator and intervention
by the government are assumed to increase with their respective magnitudes. The benefitsto each
depend on the leve of the exchange rate, whose movement depends on the ratio of speculative sdes
to intervention. Solving for the subgame perfect equilibrium, Chen shows that there can exist a
gtable zone around the middle of a currency's fluctuation band within which it isin the interest of
neither the trader nor the government to enter the foreign exchange market. But an accumulation of
small shocks that pushes the currency out of that zone and toward the edge of its band may induce
the trader to initiate speculative sdles. Intuitively, shocks have dready done part of the work of
pushing the currency out of its band without requiring the trader to incur costs. The government, in
other words, is forced to engage in costly intervention to limit the effect of those shocks. The trader
having acquired a cost advantage relative to the government, the former may concludethat itis
advantageousto force theissue. In thismodd, smadl shocks which shift the exchange rate within the
band may set off large speculative attacks. These predictions are consistent with recent evidence

that the position of the exchange rate within the band is a srong indicator of market expectations of

2 As mentioned above, Lehment (1994) provides amode of these dynamics.
Z  Assuming multiple speculators adds the questions about coordination addressed in previous

paragraph. Chen's framework is an gpplication of the Markov differentid game modd of patent
races by Budd, Harris and Vickers (1993).
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redignment (Caramazza, 1993; Chen and Giovannini, 1993; Cuikerman, Kiguel and Leiderman,
1993; Rose and Svensson, 1994; Thomas 1994).

One can gpproach this problem from the viewpoint of strategic behavior among
governments aswell. Mditz (1994) provides amodd of a strategic game between two
governments which use interest rate policy to support their currencies and achieve other objectives.
Country A may wish to reduce its interest rate and be able to do so without destabilizing its
exchangerate if Country B respondsin kind. But if Country B fails to respond, Country A'sinterest
rate reduction may provoke an attack on its currency. Thismode is competible with those
described above that are driven by information revelation: the interest rate reduction by Country A,
by failing to dicit a sympeathetic response by Country B, reveds information about the latter's
commitment to supporting Country A's exchange rate. Again, the attack on Country A's currency
can occur in the absence of obvious imbaances in macroeconomic fundamentals. 24

This recent research highlights the possibility that political variables, rather than narrowly
macroeconomic ones, play acritica role in speculative attacks. 1t implies, for example, that 1eft-
wing governments may be more inclined than ther right-wing counterparts to abandon a currency
peg in response to rising unemployment.> Governments with small parliamentary mgjorities may be

particularly susceptible to pressure to abandon the prevailing currency peg in response to additiona

% Mélitz gpplies this modd to the attack on the French franc in the summer of 1993, when French
interest rate reductions did not dicit the expected German response, causing market participants to
revise their views of the depth of Germany's commitment to the maintenance of the franc-DM rate
and the monetary union project.
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unemployment (because, for example, they are most likely to fal as aresult of avote of no
confidence by their unemployment-adverse congtituency if joblessnessrises). Even upon controlling
for the size of the governing mgority, governments with short expected life spans may be most likely
to abandon a currency peg in response to additiona unemployment (since short-lived governments
benefit the least from an enhanced reputation for defending the parity in the future and suffer the
most from unemployment now). Crises may occur before eectionsif governments are proneto
reflate the economy in order to enhance their chances of victory (Rogoff and Siebert, 1988) or after
changes in government if the markets are uncertain of the new cabinet's commitment to defending the
currency. But while consderable attention has been paid to how such variables affect inflation rates,
budget deficits and public debts (see, inter dia, Grilli et d. 1991 and Roubini and Sachs 1988), little
if any work has been done to date on the political determinants of currency crises.

Much the same is true of the opposite direction of causdlity. Political variables can be
affected by and affect exchange market outcomes. Cooper's famous 1971 study found that
currency devauation was aleading indicator that an incumbent finance minister would be removed
from office. More generdly, exchange market turmoil is frequently interpreted as an indication of the
government's macroeconomic incompetence and as aleading indicator of an impending eectord
defeat. But whether such relationships hold systematicaly has yet to be studied.

The recent literature says relatively little about what can be done to contain market

pressures. One exception is Ozkan and Sutherland (1995), who andyze the effects of capital

% Alesinaand Tabdlini (1989) find that |eft-wing governments are more inclined to impose capital
controls, which is one of the events in response to which capitd outflows and a speculative criss
may occur.
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controlsin amodd of an optimizing government seeking to maintain an exchange rate peg.
Controls, by reducing the impact of foreign interest rates - - and foreign exchange market
transactions generdly -- on domedtic interest rates can directly effect the policymaker's decision of
whether to abandon the currency peg. In addition to this direct effect, there is an indirect effect
operating through expectations. currency traders redize that the presence of controls encourages the
government to continue defending the currency peg, and this discourages them from attacking it.

2.3. Recapituldion

The theoretical literature on speculétive attacks andyzes channels through which economic
and politica variables a home and abroad can provoke crisesin foreign exchange markets. It
provides a variety of predictions of how economic and political variables should behave in the
period leading up to crises. Similarly, theoretical models of depreciation and realignment offer
predictions of how exchange rate changes should affect red and nomind varigbles as a function of
sructura parameters such astherigidity of real and nominal wages. There are ggpsin the
theoretical literature; for example, the decision that a government faces when choosing whether to
devalue or float its currency has not yet been tackled.% But the imbalance between theory and
evidencein the literature is striking. In contrast to the panoply of theoreticad modds made available
by the economics profession, evidence on the empirica importance of the factors on which theorists
focusis partid and conflicting in the case of economic variables and essentidly nonexigtent in the

case of politica ones. Thereisno consensus view on whether speculative attacks are al dike, and

% \We attempt to shed some empiricd light on thisissue below.
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whether different types of speculative attacks resemble one another. In the remainder of this paper

we set about rectifying this deficiency.

3. The Data Set
Any attempt to systematically sudy events and crises in foreign exchange markets must sart

by compiling alist of such episodes. We used the IMF's annud report on Exchange Arrangements

and Exchange Redtrictions (EAER) to compile alist of officidly declared deva uations and

revauations, decisonsto float and fix the exchange rate, ingances when afluctuation band was
widened, and other significant changes in exchange arrangements. We refer to these asforeign
exchange market "events' in contrast to a separate category (introduced below) caled exchange
market “crises’. Crisesinclude unsuccessful speculative attacks and excludes changes in exchange
rate arrangements not preceded by or associated with significant exchange market pressure; they
overlgp with “events’. We went through EAER for each year sarting in 1959, tabulating and
categorizing the events for each country in our sample. The tables at the end of EAER aso provide
us with binary indicators of the presence of capital controls.

The data appendix provides information on sources we used to construct our
meacroeconomic variables. Our politica variables were constructed from various issues of Keesing's

Record of World Eventsand Banks' Political Handbook of the World, except for indicators of

regime strength which were constructed following Roubini and Sachs (1989).7

2 Qur palitica variables have many missing observations.
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Any empirica analys's of issues in exchange rate economics requires one to choose the
“center” or “reference”’ country againgt which the exchange rate and other relaive magnitudes are
measured. We use Germany (e.g., the exchange rate is defined as the price of aDM). Within the
EMSthischoiceisclear. For the Bretton Woods period, when par values were declared against
the dallar, perhaps the U.S. should occupy this position. But the dollar was awesk currency for
portions of the 1960s and was subjected to attacksin 1971 and 1973. If the response to attacks is
different in strong and weak currency countries because, for example, the costs of loweringinterest
rates are not the mirror image of the codts of raisng them, there is an argument for using a center
country with aconsstently strong currency. For this reason we use Germany as the reference
country throughout. 282

Before proceeding, a number of cavests arein order. First, published changesin
internationa reserves are avery imperfect guide to the magnitude of foreign-exchange-market
intervention. Monetary authorities sometimes report only the gross foreign assets of the centra
bank. But sinceit is standard operating procedure to arrange for stand-by creditsin foreign
currency, the authorities may intervene by drawing on credit lines without having to sell any of their

reported foreign assats. Even countries which provide data on foreign liabilities omit a number of

2 In fact, our reslts were largely unchanged when we subdtituted the U.S. for Germany for the
pre-1971 period. Further andyss on thistopic is warranted.

2 Note that when we cull devauations, insgtances when the exchange rate was floated and other
foreign exchange market "events' from EAER, we consder the behavior of a currency vis-a visthe
country's chosen peg - - typicdly the dollar prior to 1971 -- rather than vis-a- visthe center country,
Germany. For example, when the Dutch guilder was revalued againgt the ecu but not against the
deutschemark in the second haf of the 1980s, we classfy this as an event.
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operations which are typically undertaken during periods of speculative pressure, such as off-
baance-sheet transactions like swaps and forward market intervention.

Even when published data are accurate, intervention by foreign centra banks can be hard to
detect. In the ERM, interventions are compulsory at the margins of the currency grid. It isaways
the case that two (or more) currencies reach their margins s multaneoudy; thus, compulsory
interventions are undertaken smultaneoudy by two (or more) central banks. Insofar as we andyze
changes in the reserves of each country relative to changes in German reserves and Germany isa
strong- currency country throughout our sample, we are likely to pick up much of thisforeign
intervention. But intervention undertaken by third countries will not be detected. Thiswould bethe
cae if the Netherlands intervened to support the Itdian lira, for example. There is aso the problem
of atributing Germany's interventions to a particular country. German intervention in support of the
Itdian lira could produce alarge percentage rise in German reserves rdlative to those of the
Netherlands, seemingly signding an attack on the guilder in a period when Dutch reserves were
rigng. Only proprietary central bank data on exchange- market intervention would solve this
problem. Reassuringly, work by Weber (1994) shows that the IMF series we use are broadly
similar to proprietary intervention data.

In addition, quarterly observations may not be of asufficiently fine periodicity to identify
every speculative attack, especialy unsuccessful ones. Pressure against pegged currencies can
mount and be repelled through interest- rate increases or foreign-exchange- market intervention within

the month. If an attack is launched and repelled in amatter of days, the average behavior of interest
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rates and internationd reserves over the quarter may not reved the intensity and frequency of
Speculative pressures.

Findly, changesin capitd controls may affect the meaning of interest differentials and reserve
changes. When controls arein place, the authorities may keep the interest rate on the domestic
money market virtualy unchanged while defending the parity with Sterilized purchases on the foragn
exchange market. The problemsthis creates for our analysis could be circumvented through the use
of offshore interest rates; in practice, these are available for only afew countries, and even then only
recently. An dternativeisto use the imperfect datathat are available on capita controls to contrast
the behavior of interest rates, reserves and other variables in periods when controls were present

and absent; we pursue thisin Eichengreen, Rose, and Wyplosz (1994b).

4. The Story in Pictures

We begin our search for regularities by plotting the data. Figures 1 through 5 show the
movements of various macroeconomic variables around different exchange rate “episodes’ (we use
the term to denote both “events’ and “crises’). Thefive figures portray respectively: devauations,
revauations, exchange rate flotations; fixings of exchange rates, and other exchange rate regime
events (e.g., changesin band width, unification of exchange rates, trangtions to crawling pegs and so
forth).

Each of the figures contains sixteen panels. Each of these smdl grephsiillustrates the
behavior of asingle variable for afour-year window around the time of devauations (in the case of

Figure 1), comparing its behavior with that of acontrol group of country-period observationsin
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which no exchange rate episode occurred. These can be thought of as analogues to the event
studies used in the corporate finance literature. The top-left panel, for example, shows the behavior
of foreign exchange reserves (in annualized percentage changes, relative to Germany), beginning
eight quarters before deva uation, continuing through the actud event (marked with a vertica line)
and ending eight quarters after devauation. We show the deviation of this variable from its value
during "typicd" periods of tranquillity (interludes in which no events or crises occur). 303

Average vaues are plotted in the panels; aband of plus and minus two standard deviations
isaso provided to illugtrate the extent of variation.®

4.1. Redignments

The patternsin Figure 1 make intuitive sense. Reading across the first row, we see a steady
loss of foreign exchange reserves for severd quarters prior to devaluations associated with persistent

wesknessin the externd accounts. The dollar vaue of exportsfalsin the period leading up to

2 Qur control group excludes al observations for both actua events and for observations defined
as crises, using the methodology we develop below. We aso exclude observations within atwo-
sided one- quarter window of each event and crisisto avoid double- counting.

8 Although there are 81 (potentialy norindependent) devauationsin our sample, the number of
observations than underlies an observation in any individud pand may be lower because of missng
data. In this sense, the samples are not directly comparable across panels. Making our panels
cross-comparable would involve the sacrifice of many observations and much precison. It should
be noted that these “devauations’ need not involve ajump in the bilateral DM exchange rate.

® Our measures are unweighted; one could imagine weighting by country- or devauation size.
Given our positive results for devauations, and the difficulty of choosing waghts for regime
trangitions, we prefer unweighted data. One could aso imagine de-trending the data, removing
persstent movements so as to focus attention on innovations. |f our observations are independent,
then are two-standard deviation bands are gpproximately 95% confidence intervals.
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devduations, by about five per cent (compared to the observations for periods of tranquillity that
comprise our control group). Import growth isaso higher prior to devauations than during periods
of tranquillity. Unsurprisingly, the current account deficit is about two per cent of GDP higher at
devauations than in periods of tranquillity. 33

Following devauation, these patterns are reversed. Reserve losses dow and end after two
post- devauation quarters. Exports recover within ayear to typica vaues, the turnaround in imports
and the current account takes longer (perhaps due to the reasons traditionally cited in the literature
onthe“Jcurve’).

The second row shows that devaluing countries run larger deficits (as dways, relaiveto
Germany) than do countries in the control group, dthough the two-standard- deviation bands suggest
that this differentia isbardy sgnificant Setistically. Domegtic credit and money grow fagter prior to
devaudions than in tranquil periods, those growth-rate differentials decline (at least temporarily)
after devauation, inconsstent with the salf-fulfilling attack modd 34 Thus intervention in support of
the exchange rate appears to be sterilized during the run-up to devauations. Thered effective
exchangerate is overvaued prior to the devauation; competitiveness improves with devauation and
stays higher for a couple of years.

The third and fourth rows document the response of domestic markets. The rate of CPI
inflation bears the expected relationship to money growth: it is faster, by two or three percentage

points per quarter, in countries about to devaue than in the control group. Thisbehavior is

3 Throughout, postive values for the current account and budget balances indicate surpluses.



mirrored, though to alesser degree, in the behavior of wage inflation and the long-term bond yield.
Short-term interest rates are higher than in the control group for the two years leading up to
devduation, asif a pogtive probability is attached to the change in the exchange rate. As the event
gets closer and probabilities of devaluation are refined, the interest rate rises sgnificantly in
anticipation of the coming devauation.3> Stock prices are sgnificantly lower in the period leading up
to devauation, presumably reflecting these higher interest rates. Neither short nor long interest rates
decline subgtantidly afterwards. This suggeststhat devauation has credibility costs, and that
markets expect further subsequent attacks® Devauation is good for expectations of profitability:
stock pricesrisein the wake of the event. Since prices rise dignificantly faster than wages, a decline
in the redl wage may be the source for the expected profitability implicit in higher stock prices.

Thefind row looks at the labor market and output. Unemployment is higher in the years
surrounding devauations even though red wages are faling. Following the parity change,
employment and output growth dow down quite markedly after ayear and a hdf.

Overall, these patterns suggest that countries deval ue mostly in response to externa
imbalances (faling reserves, current account imbalances, poor competitiveness and so forth), though

there are dso interna imbaances (high unemployment). The externa imbalances are associated with

% Although we only show M1, the behavior of M2 turns out to be smilar.

® This reasoning relies on both uncovered interest parity and an absence of mean-reversion when
the exchange rate is congtrained within a band; however, both of these are questionable
assumptions.

¥ Thisisespecidly plausibleif the “interest rate defense” imposes costsper se through e.g., more
politicaly painful unemployment, as suggested by Bensaid and Jeanne (1994). The “ contagion
effect” isthe soread of such attacks across countries as well as across time; we explore this further
below.



expansionary monetary policies, dthough the roots of monetary expanson do not obvioudy liein the
fiscd domain. Governments appear to react well to devauations, tightening monetary and fiscd
policiesin order to lock in competitiveness gains. Succinctly, deva uations appear to be caused for
traditional reasons and appear to work.¥

While macroeconomic variables can be useful for predicting which countries are most likely
to devalue, they are less useful for predicting the precise timing of the event (which has been the
focusof much of the theoreticd literature). Still, there are only afew sharply defined dynamic
patternsin the run-up to devaluations. For instance, while the unemployment rate is a percentage
point higher around devauations, the differentia does not change significantly during the yeers prior
to the event.

Figure 2 isthe andogue to Figure 1 for the case of revauations (scales vary across figures).

Mogt patterns mirror images of Figure 1. The growth of foreign exchange reservesis fager prior to

reva uations than in the contral- group and no different afterwards. Exports grow faster and imports
more dowly prior to revauations, (though not afterwards); thisis mirrored in the behavior of the
current account. There s little evidence that the reason why countries have strong externa accounts
in the period leading up to revauation is that monetary and fiscd policies aretight. Money and
credit growth, wage and price inflation, and short- and long-term interest rates tend to be lower in
the revaluing countries than in periods of tranquillity. Like devauations, revauations have mainly

externad causes and effects; domedtic variables tend to behave unexceptiondly.

3 It is even more surprising that such an old -fashioned sticky-price model works well for
devauations, given the varying szes of the devauations, some of which were undertaken for politica
reasons (epecidly the multilateral EM S redignments).
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To summarize, devaduations typicaly occur when unemployment is high, monetary policy is
loose, inflation is rapid, and the externa accounts are wesk. Late attempts to moderate monetary
policy precede but do not preclude devauations. Once the devauation has occurred, reserves flow
back, and externd balance is restored while monetary and fiscal policy tighten. In the case of
revauations, macroeconomic variables move in the opposite direction, but their movements are less
dramatic. Broadly speaking, exchange rate redignments are dl dike.

4.2. RegimeTrangtions

Figures 3, 4, and 5 portray the movements of our variables around three different sorts of
regime trangtions. instances where the exchange rate was floated, when it was fixed, and other
trangitions (such as exchange rate unifications, changes to band-widths, and so forth).

Conventional wisdom is that fixed exchange rates are floated in response to weskness. One
thinks of the ignominious departures of the Pound and Lirafrom the EMS in September 1992, and
Sweden’ s abandonment of its unilaterd peg two months later. It isadso true, however, that the yen,
guilder, and the deutschemark were floated out of the Bretton Woods System in response to
Srength.

Unfortunately, the data spesk quietly. Some of the movements around flotationsin Figure 3
seem sensible. For instance, resenes fdl quickly (compared with periods of tranquillity) prior to
flotations. But other movements are more difficult to interpret, such as the strong current account
and below average long-term interest rates. Perhaps the most striking feature of thefigure isthat
most of the confidence intervas overlgp the zero line, implying that the flotations cannot be

distinguished from tranquil periods a standard conventiond levels. Flotations are idiosyncratic, with
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few typical co-movements characterizing ether the run-up to or the aftermath of flotations. There
are dgnsthat policy is reaxed after flotations, money growth stays higher than that in tranquil times,
while wage and price inflation picks up. Further, the real economy improves, as unemployment fals
while output and employment growth rise. But these effects need not be caused by any dackening
of policy; aflotationinduced depreciation can be expected to be inflationary and to improve
competitiveness. But the long-term interest rate does not risein anticipation of an inflationary binge,
despite the inevitable loss of credibility. Although the movement is quite week, thereisa
deterioration of the budget.

Our negative result can be explained in a number of different ways. 1t may be that countries
float their exchange rates for very different reasons, despite the common impression that countries
areforced to float out of weakness.38 Also, countries switch from apolicy of fixed exchange rates
towards alter natives which may differ enormoudy, making the post-flotation heterogeneity perhaps
unsurprising.3® But it issmilarly difficult to generdize about the macroeconomic causes and
consequences of decisionsto fix a previoudy floating rate (or to widen the band or otherwise change
the exchange rate regime).

Fixing might be though of asthefina step of a process of policy discipling, the crowning of

disnflation efforts. Indeed, over the two years preceding a fixing, we observe some evidence of

% Qur result is not an artifact of our choice of Germany as the base country; similar results hold if
treat the United States as the base country before 1973, and Germany thereafter. Thisis perhapsto
be expected, since the United States was commonly viewed as a“weak center” during the collapse
of Bretton Woods, whereas Germany was a*“ strong center” during the EM S speculative attacks of
1992-93.

% We thank Torsten Persson for this point.



declining wage and price inflation. Yet fixings are dso preceded by reserve losses and
unremarkable fisca and monetary policy. Confidence intervas are wide, and few regularities
digtinguish ether the runup to regime trangitions or the periods immediatdly following them. While
relignments seem to be fundamentally dike, transitions between exchange rate regimes are
unpredictable and idiosyncratic.

Two conclusonsfollow. Firgt, many regime trangtions do not appear to be warranted by
meacroeconomic imbaances of the sort one expectsto find. Second, the speculative attacks that
provoke them are not dlearly justified by subsequent changesin the stance of policy. %

It may be that our 33 flotations and fixings do nat provide a sufficiently large sample to dlow
the data to discriminate between such events and tranquillity, especialy since some of these events
are clearly linked and therefore do not provide independent observations (e.g., the flotations of the
liraand the pound in September 1992).% Alternatively, different transitions between exchange rate
regimes may smply be undertaken for fundamentaly different reasons. Markets seem to focus on
different aspects of economic and politica stability during different speculative atacks*?

4.3. Exchange Rate Crises

O Thereis acatain symmetry in thisresult. Flood and Rose (1993) show that “fundamentas’
(dictated by different monetary models) do not vary across exchange rate regimes; here we show
that they do not vary between regime trangitions and tranquiillity.

4 |t isaso important to recal thet our regime trangitions, like redlignments are not necessarily
declared in EAER with resped to the DM.

% This seems prima facie reasonable; we think recently of British mortgage rates and Itdian
government debt in September 1992, Swedish financial woesin November 1992, and French
unemployment rates in August 1993,



The preceding evidence is only indirectly informeative about the causes and consequences of
speculative attacks, Snce not al speculative attacks on exchange rates culminate in devauations,
revauations or decisonsto float, fix or widen the band. The currency may be supported by the
expenditure of reserves by the central bank or by intervention by its foreign counterparts.
Alternatively, the authorities may discourage bear speculation by raising interest rates and adopting
other policies of augterity. Nor aredl decisionsto devaue or float the exchange rate necessarily
preceded by speculdtive attacks. "Events' and "crises’ in the foreign exchange market, in our
terminology, are not the same. The next step is therefore to identify exchange market crises and to
provide an andyssthat pardles our event andyss.

4.3.1. Identifying Crises

A speculdive attack is aperiod of extreme pressure in the foreign exchange market.
Idedlly, a measure of this pressure should ssem from amode of exchange rate determination (from
which the policy actions needed to maintain the currency peg could aso be derived). However,
much research has underscored the inadequacy of mode s linking macroeconomic variables to the
exchange rate (Meese and Rogoff 1983 isthe classc reference). To approach this question, we
therefore use asmple, if admittedly ad hoc, method to measure exchange market pressure,
following earlier work by Girton and Roper (1977). Speculative pressureis measured asa
weighted average of exchange rate changes, interest rate changes, and reserve changes, where all
variables are measured relaive to those prevailing in Germany, the reference country. Speculative
attacks -- crises-- are defined as periods when this speculative pressure index reaches extreme

vaues. Intuitively, an attack on a currency can lead to aloss of reserves, be rebuffed by arisein



domedtic interest rates (and an associated contraction of domestic credit), or be accommodated by
adepreciation or devauation of the exchangerate. "Events' which entail large fluctuationsin
quarterly vaues will be picked up by our index. But not dl events entail crises (e.g., orderly
realignments), and not dl crises are events (e.g., successful defenses).®

The question is how to weigh the three components of the index of speculative pressure. As
noted above, the empirical literature provides little guidance. An unweighted average has the
advantage of smplicity. But alook at the data reved s that the conditiond volatility of percentage
changesin resarvesis severd times the conditiona volatility of the percentage changein the
exchange rate, which isitsdf severd times the percentage change in the interest differentia.
Movements in an unweighted average will therefore be heavily driven by reserve movements. An
dternative is to weight the three components so thet their conditiond voltilities are equd.** Thisis
the measure on which we focus below.*®

We refer to those quarters in which our index of speculative pressure was at least two
standard deviations above the mean as an exchange market criss. Sometimes two (or more)

potentia crises occur close together. To avoid counting the same crisis twice (or more), we exclude

4 Further, not al speculative attacks may be picked up by our measure of crises. For example, an
attack countered successfully by avery brief “interest rate defense” (in which domestic interest rates
areraised for a brief period of time) may not be captured.

4 In our benchmark base of equd volatilities, we add the percentage change in relative reserves to
7.5 times the percentage change in the exchange rate and 51.9 times the change in the interest
differentid.

% In Eichengreen, Rose and Wyplosz (1994a) we conducted sensitivity andysis in order to gauge
how much difference different weighting schemes make. There we found that our centra
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second (and subsequent) observations which occur within given proximity to thefirst criss. Our
initial window width is plus and minus two quarters.

Figure 6 shows the number of crises (and events) over time. Following the rdaively placid
1960s, thereis an up-tick in eventsin 1967, when the pound sterling was devaued. The number of
crises stays up, reflecting turbulence in the market for other European currencies such asthe French
franc. The crissin the Bretton Woods System in 1971 accounts for the peak in the number of
events we pick up in that year, but it is notable that we detect only adight up-tick in the number of
crises (which can be interpreted as the crisis of 1971 being essentidly adollar criss). 1973, in
contrast, shows up as amore generd crids. The 1970s are characterized by more crises and events
than the 1960s, dthough they settle down as the decade drawsto aclose. There arethen
Smultaneous upswingsin crises and events after 1980 (associated with globa recession, the
Volcker- Thatcher disnflations, and the earlier trids and tribulations of the European Monetary
System), after 1985 (associated with the high dollar and the Plaza and Louvre Accords designed to
bring it down), and after 1991 (associated with the crigsin the EMS). This clustering of crises (and
events) is consstent with theories of speculative attacks and policy responses that entertain the
possibility of contagious spillovers across countries.

4.3.2. Regulaities

We now andyze the behavior of macroeconomic variables around the crises identified using

this technique. Indluctably, more confidence can be attached to the preceding andysis of "events'

conclusons were largely robust to our choice of weighting scheme. We dso found that our
procedure picks up an intuitively reasonable sample of speculative attacks.
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than to the analysis of "crises’ that follows. Events are based on concrete reports of actua policy
measures. In measuring "crises,” in contrast, we are forced to construct an index by imposing a
vaidy of assumptions.

Figure 7 shows the evolution of the mgor macroeconomic varigblesin the eight quarters
preceding and following crises; it is an andogue to Figures 1-5. There is an obvious temptation to
compare crises (Figure 7) with devauations (Figure 1) to see how much difference the
categorization makes. While the patterns are smilar, they are wesker in the case of crises. (Given
our definition of crises, it isno surprise that reserve losses, interest rate hikes and real depreciations
are more pronounced around speculative attacks.)

Current accounts weaken prior to crises, like deva uations (though the deterioration is more
pronounced). Exports are again weaker, although only for one pre- crisis quarter, andin addition
importsrise. Rates of money and credit growth and the rate of increase of wages and prices are
faster prior to crises, as prior to devaduations, but again thereislittle evidence linking this money
growth to budget deficits.*® Compared to devaluations, monetary policy tightens later and less
forcefully. Interestingly, in the run up to the cris's (as with devauations), the growth rate of M1
decderates as reserves flow out, suggesting that foreign exchange market interventions are not fuly

Serilized.

% The policy stance is more plausibly linked to reatively high unemployment, which is again evident.
Curioudy, employment growth is adso faster in the period leading up to crises.



Interest rates rise even more sharply a speculative attacks than at devauations, though they
remain high following both. Clearly, both events are unanticipated to some extent.*” Long rates are
persigtently higher prior to crises than in the control group cases, but the differentid isinggnificant
until the crigs quarter itsdlf. (Thismay be areflection of the high and risng wage and price inflation
and rdaively fast employment and output growth.) It would appear thet there isless of a market
consensus about the timing of crises than about the timing of devauations. To put it another way,
crises are more difficult to predict than deva uations.*8

We next try to shed light on the distinction between crises and events by splitting our sample
of crisesinto successful atacks and successful defenses. We define the former as a crisis followed
within ayear by an event (e.g., adevauation or flotation). Figure 8 provides a comparison between
the two. It isan andogue to Figure 7 but compares successful attacks to successful defenses
instead of comparing al crisesto periods of tranquillity.

Thereisno clear way of telling what makes attacks succeed or fail; most macroeconomic
variables exhibit the same behavior before successful and failed attacks. One difference is thet the
growth of output and employment is dower and unemployment higher before successful attacks.
Externa conditions do not vary substantialy between successful and unsuccessful attacks; imports,
and the current account are not Sgnificantly different between the two, even though exports,

curioudy, are sronger in the case of successful attacks in spite of sgnificant overvauation of the

4 Rose and Svensson (1994) provide asimilar insight for the period preceding the 1992 EMS
crigs, interest differentias rose only immediately before the crisis, and some of the 1992 attacks
were not successful.

4 Alternatively, this may be an indication that our technique for measuring crisesisimperfect.



exchange rate which is corrected by the attack itself. Perhaps the single most promising variable to
tell successful attacks and defenses apart isthe fisca Situation.  Countries whose currencies are
successfully attacked have larger and worsening budget deficits before attacks, athough this does
not show up in the monetary aggregates. Interest rates and the budgetary position improve
dramdicdly after the event, while money growth fals, asif the authorities learn their lesson and strive
to improve credibility. Thus, thereislittle evidence that speculative attacks, whether saf-fulfilling or
not, typicaly prompt governments to eese fiscd and monetary policies. However, this does not
prevent a general wage and price inflation which isreflected in long-term interest rates. Successful
attacks dso take place in the context of a significantly weaker economy than successful defenses (as
isto expected from the generaly wesk fiscd podtions). Unemployment rates are higher and
employment and output growth are lower before attacks that succeed. After successful attacks, a
number of macroeconomic indicators improve sharply, including the budget, exports and foreign
exchange reserves.

All this suggests that governments are less able to defend themsdlves againgt speculdive
pressures during cyclica contractions than expansons, consstent with models like Ozkan
Sutherland (1994) and Bensaid-Jeanne (1994) in which the government baances the exchange rate
condraint againgt output and employment objectives.

These results do not provide much hope for identifying early signs of impending problems.
The problems are threefold. Firgt, the ex ante differences between successful attacks and

successful defenses are generaly domestic, whereas deval uations seem generaly to be provoked by




international imbalances. Second, differences are dmost dways setidticaly and economically
inggnificant, and move duggishly over time (thereby giving few indications about the timing of
speculative attacks). Third, while the obvious place to look for signs of difficultiesis financiad
markets, short- and long-term interest rates appear to be ex ante indistinguishable, not only
between successful and unsuccessful attacks, but adso between exchange rate crises and events and
periods of tranquillity.

44. Sengtivity Andyss

We establish the robustness of our findings by briefly examining avariety of perturbetions to
our methodology. Our findings are not appear very sengtive.

Our most important check consisted of dropping al non-ERM observations from our data
st. One advantage is that the remaining observations correspond to more homogeneous and recent
conditions for a group of countries with exchange rates limited to rdatively narrow bands. This
essentidly limits our event analysis to devauations, and has the additiond advantage of exduding dl
floaters from the sample.

Figure 9 closdly resemblesits anadogue, Figure 1. Congstent with the standard view of
EMS redignments, ERM deva uations were preceded by generaly wesk externd postions. fdling
reserves, weak exports, high import growth and current account deficits. Government budgets
show larger deficits than in those of tranquil countries, money and credit growth is Smilarly high.
These expansionary policies are reflected in higher actua and expected inflation, high long-term

interest rates and depressed stock prices. The devauations are partialy expected, though interest
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rates rise sharply close to the actud redignments. Further, reslignments tend to take placein a
wesk internd environment of high unemployment and low employment growth.

Movements after the devauations are dso consistent with wisdom. Monetary and fisca
policies gppear to be tightened dowly after redignments, athough both short- and long-term interest
rate differentias persst in theface of imperfect credibility. Wage and price inflation gradudly fall,
and thereis little effect on the red economy. The authorities are rewarded for these actions with a
booming stock market and reserve inflows. Thus redlignments gppear to have had the intended
effects of improving externd postions.

We adso undertook a number of additiona sengtivity andyses. For instance, we split our
samplein different ways. We adso normdized the data displayed in our graphics differently,
comparing our variables around exchange rate events and crises (as aways in differentias vis-a- vis
Germany) to country-specific periods of tranquillity rather than to periods of tranquillity drawn from
the sample asawhole. We experimented with removing observations within a two-year window
around exchange rate events, S0 as to avoid counting the same exchange rate episode twice, and
two-quarter windows around periods of tranquillity. None of these perturbations substantialy
changed the results.

Findly, we provide some evidence on the importance of capita controls. We divide our
exchange rate episodes into those which were experienced with and without capital controls (as
measured by the dummy varigblein EAER). Figure 10 provides the evidence; it is the analogue to

Figure 7, but compares exchange rate crises during periods without capita controls to crises
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experienced during periods with controls, not dl crises to tranquillity. (It turns out that we only have
enough observations both with and without capital controls to compare exchange rate crises.)

When capitd is more mobile, money growth, long-term interest rates and price and wage
inflation are lower before crises. Controls alow the authorities to bottle up more inflation before an
attack is provoked. Thereisaso sgnificantly higher employment growth before crises when capitd
isuncongrained. While many of the differences are Satigticaly indggnificant, this does confirm our
previous work (Eichengreen, Rose and Wyplosz 1994b) which shows that controls both alow more
lax macroeconomic policy and increase the incidence of (more manageable) attacks.

4.5. Recagpitulation

Countries which deva ue experience problems of externa baance in the period leading up to
the event. Ther trade deficits and reserve losses are associated with relatively expansionary
monetary policies. In addition, the period leading up to devauations is characterized by problems of
internd balance asreflected in rdatively high levels of unemployment; the expansionary monetary
stance may be partly motivated by these domestic problems. Revauations are generdly the mirror
images of devauations and gtill more by the fact that crises resemble actua devaudtions.

However, evidence of systematic patterns surrounding other events in foreign exchange
markets paints avery different picture. In contrast to realignments of fixed exchange rates,
trangitions between exchange rate regimes seem both unpredictable and idiosyncratic. While
devduations are farly predictable in other words, events like flotations are not. Sinceiit is not
known ex ante how a government will react to any given speculative atack, our findings do not

bode wdll for the development of “early warning” systems designed to detect pending problemsin



internationa financid markets. They are aso congstent with the belief that many changesin
exchange rate regimes are caused by attacks which, while being successful, are not warranted by

sinful policies either before the trangition or after.

5. Saidicd Andyss

The presentation in section 4 relies upon graphicd tools. Using the theoretica framework
presented in section 2, we examined a number of macroeconomic variables to search for patternsin
the periods surrounding exchange rate events and crises. Neverthdess, this gpproach isintringcaly
informd. In this section, we consider more rigorous datistica tests of the generdizations devel oped
in section 4.

We undertake two types of statistical analysis. First, we introduce politica variables and
check to seeif they are closdly related to event and crises. Second, we replace the variable by
variable approach with an analysis of the joint effects of the economic and palitica variables of
interest (by estimating multivariate regresson models).

5.1. TheRadleof Pdlitics

Table | presentsinformation on avariety of different politica variables for our taxonomy of
exchange rate episodes. We bresk our sample into seven columns corresponding to mutudly
excdusve and jointly exhaudtive partitions. These are; devauations, revauations, exchange rate
flotations; fixings of exchange rates; other changes in exchange rate regime (such as changesin band
widths); failed attacks (crises which do not coincide with one of the five events); and the

complimentary sample, which we think of as being “tranquillity”.



The rows provide tabulations of our variables across these episodes. We are searching for
sgnsthat politica events are not randomly distributed across exchange rate episodes; for instance,
that governments tend to fall disproportionately before or after redlignments. Thisis done by testing
the hypothesis that a given palitica varigble has no effect. Thetableisinterpreted asfollows: ahigh
vaue of the test Satistic means that we can regject the hypothesis that the relevant politica variable
exhibits the same pattern across exchange rate episodes (we show the vaue of the chi-square
datistics dong with the degrees of freedom; two asterisks denote significance at the .01 levd).

By ard large political phenomena are rarely linked to exchange rate episodes. Our first row
shows that the politica orientation of the government seems to be independent of exchange rate
episodes.*® The sameistrue of both eections and changes in government (which do not require
eectionsin many systems), so that politica uncertainty per sedoes not seem to provoke attacks.

It is perhaps unsurprising that government victories (e.g., winning an eection) are not
strongly associated with specul ative attacks (though one might have expected disproportionate
numbers of tranquil periods). Thisistrue not only of contemporaneous government victories but
aso of those which occurred during the past or next year. But a defeat of the government in the
past year is associated with a disproportionately larger number of redignments; anew finance
minister in the past year has the same effect. On the other hand, there islittle evidence that exchange
rate episodes are associated with future government defeats; the finance minister isused asa

sacrificid lamb (congstent with Cooper’ s celebrated result).

“ On reflection, this seems unsurprising, since opposition parties frequently state that they will not
change the exchange rate regime, often for fear of being blamed for precipitating a speculative
attack.



Table | dso confirms the importance of capital controls (as measured by the EAER dummy
vaiable). Periods of tranquillity and capitd mohility out-number periods of tranquillity with controls
by about two to one. But important events like deva uations and flotations are more likely to occur
without controls, and failed attacks are more likely when controls are present. It seemsthat controls
alow governmentsto avoid not only redlignments (which are frequently warranted by economic
circumstances) but also regimetrandtions. Capita controls may be a potent wegpon for
governments wishing to avoid (frequently unjudtified) regime switches, in other words.

5.2. The Joint Effects of Economic and Political Variables

Mo of the preceding andlysis can be criticized on two grounds. Firg, itis univariate we
compare the behavior of our variables, one by one, during e.g., devauations and periods of
tranquillity. We do not consider groups of variables and ask whether their joint behavior differs
between crises or events and tranquillity. Second, it is uninomial. We compare each exchange
rate episode state (crigs, devauation, revauation, flotation, etc.) to periods of tranquillity in isolation
from one another. We do not analyze the causes and consequences of crises and various events
simultaneoudly. Itiswdl known, however, that such a piece-med approach may lead to
unwarranted conclusons. That is why we now use atechnique to rectify these deficiencies. Our
econometric strategy has four important festures. The model we develop is multivariatein thet it
consders anumber of economic and political variables smultaneoudy. It is multinomial in that it
smultaneoudy compares periods of tranquillity to crises and avariety of different "events” Itis

dynamic in that it examines periods of time both before and after crises and events. We look




backward to study the antecedents of various exchange rate episodes, and forward to examine
their consequences Findly, it is non-structural in that it does not estimate or test any particular
speculative attack theory. Rather than confirming or regjecting a narrowly defined structura modd,
our statistical gpproach amounts to systematic data exploration.

We proceed asfollows. We ask whether the economic and politica variables under
consderation can help predict the likelihood of each of the eventslisted in the top row of TableI: a
crisswhich is not an event (afailed attack or successful defense), deva uation, revauation, flotation
of the exchangerate, fixing the rate, other events in foreign exchange markets, and tranquillity (the
omitted aternative). We use a one quarter exclusion window 0 that each country contributes no
more than two observations annudly, in order to avoid counting the same episode twice. In
ng the role of each variable, we consider both its past and future linkages to the exchange rate
episode (we estimate amultinomina logit modd).°

We began by using (the leads and lags of) nearly al of the variables discussed above but

found thet (fourth- order moving) averages are appropriate for analyzing the causes of crises and

0 In order to ded with the well-known smdl-sample problems of multinomid logit estimation
we need to reduce the number of regressors (sixteen macroeconomic variables aone are showin
most of thefiguresl). One way around the problem isto estimate a tightly parameterized theoretical
modd which would make few demands on the available data. (As discussed above, thisisthe tactic
adopted by the smal exigting literature, e.g., Blanco and Garber (1986)). The problem is that poor
estimates would then congtitute regjection of a single model, when we are more interested in
developing a stylized picture of different exchange rate episodes. Our gpproach is to save degrees
of freedom by representing leads and lags of regressors using moving averagesin areduced form.
Thus, ingtead of including separatdly the first, second, third and fourth lags of e.g., inflation
differentids in our regressions, we indude only asingle term which is the average inflation differentia
in the preceding year. All modes are estimated using maximum likelihood.
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events. Very smilar results are found when we utilize second- or eighth-order lags. Thisis
unsurprising given the smooth behavior of the variables manifest in the figures,

Table Il collects the results. We show how much each economic or politicd variable listed
in the firgt column affects the probability that the event listed in the top row will occur. A postive
number indicates that the rlevant variable raises the probability of the event, and conversdly for a
negative Sgn. The numbersin parentheses show the probability that the effect isnil; alow vaue
indicates thet the mesasured effect is not a gatistical fluke, so that the variable does affect the event
under consideration. *

At the bottom of Table Il we report a number of summary tests. Thefirst series ask
whether events listed in the top row differ (in the sensethat the behavior of the economic and
politica variableslisted in the first column is not the same) from the benchmark case of tranquillity.
A high vaue of the chi- square gatistic indicates that the answer is postive, and the number in
brackets indicates the probability. For example, there is zero probability that failed atacks are
identica to tranquillity. The results broadly confirm the discussion above which is based upon
graphics.

Failed attacks (a subset of the crises portrayed in Figure 6) and devauations are significantly

different from periods of tranquillity. Revauations are not, as seems reasonable given the small

1 Theinterpretation of individua coefficientsis blurred for two reasons. Firdt, coefficient
interpretation in multinomid logit is aways dightly tricky. Second, the non-structura nature of our
estimation means that each coefficient represents the partid effect of the regressor on the likelihood
of the cdll’ soccurring ingtead of tranquillity, thet is, holding al other effects constant. But the co-
movements we observed earlier around realignments may make partid correlaion coefficients
uninteresting.



number of revauations. Moreimportantly, neither exchange rate flotations nor other changesin
regime can be digtinguished from periods of tranquillity, areflection of the fact thet regime trangtions
seemidiosyncratic. Exchange rate fixings can be distinguished from periods of trarguillity, but thisis
mostly the result of the fact that collective systems of managed rates like the EMS begin at the same
time,

The second series of test ask the opposite question: do the economic and political variaes
behave differently across the different episodes under consideratior? We look separately at lagged
and leading effects These statisticscan be interpreted like the first set. Thus the hypothesis thet
lagged government victaries are irrdlevant for al cdls cannot be rejected, unlike the hypothesis that
lagged government defeats are irrdlevant. The variables that matter are capita controls (both lags
and leads), past government defeats, past and future inflation, future GDP and employment growth
and past current account balances.

Overdl, what do we find in the details of the table? In aword, confirmation of the portrait
painted by our more informa analysis of the data. Past crises and events matter for current ones:
thisis an indication thet credibility is an important factor. Past crises make failed attacks more likely,
while recent events make exchange rate fixings much more likely. Capitd controls are dso highly
significant, asexpected. Their presence makes future devauations lesslikely, and future
unsuccesstul attacks more likely. Capitd controls are dso more likely to appear after devauations
and to disappear after afailed attack.

Although recent government defeets seem to provoke redignments, there is remarkably little

evidence of feedback between the government’ s popularity and the exchange rateregime. Therole



of monetary factors and inflation in triggering atacks is confirmed. In contragt, fiscd laxity does not
play an important role. Put differently, bond-financed budget deficits typicaly do no pose an
exchange rate problem, unless they have an inflationary impact. Therole of labor market conditions
isgenerdly not confirmed, however, dthough favorable employment growth raises the probability of
asuccessful attack. A deteriorating current account balance makes devauation more likely.

The interpretations of leads of variables can betricky. One possible reading of the takle, for
example, isthat asuccessful defenseis followed by faster output growth. But the results of Table 11
are dso compatible with the view that success in repelling an attack is enhanced by the expectation
that the economy is turning around and about to grow fagter. In the discussion which follows, we
fredy useintuition to interpret the results, kegping in mind this ambiguity.

A devauation isfollowed by budgetary relaxation and an improvement in the current
account, which suggests that private spending declines.  Fixing the exchange rate is rewarded with a
sgnificantly higher growth rate. Similarly asuccessful defense isconducive to growth, and isaso
followed by inflation; the same appliesto fixings.

Thereisaso much to learn from the inggnificant entriesin Table [1. Unemployment rates,
government budgets, and the growth rate of domestic crediit are essentidly unrlated to exchange
rate episodes. The latter two are especialy important, Since they represent the tools of monetary
and fiscad policy whose laxity is said to both provoke and be provoked by devauations, exchange

rate flotations and the like.s2

%2 We dso estimated ad hoc refinements of these modds to focus attention on two phenomena of
interest. Fird, the basic “fundamentals based” speculative attack mode focuses attention on two
underlying causes of speculative attacks: government budget deficits and credit growth in excess of



6. Policy Implications

The greater the strains on the internationa monetary system, the louder grow cals for
international monetary reform. Our analys's certainly does not suggest that this concern is
misplaced. It confirms that the exchange rate can be very important for macroeconomic outcomes.
We show, for example, that realignments are frequently taken in response to imbaancesin
meacroeconomic fundamentals. These actions can have important corrective effects, notably in
redressing imbalances in the externd accounts that might otherwise undermine a government's
economic policy srategy. But while there is some evidence thet attacksare preceded by relatively
rapid growth of money and credit and high inflation, there is considerable heterogeneity across
episodes; it is difficult to detect a pattern of highly significant differences between attacks and
tranquil periods. And, revedingly, there are few sgnificant differencesin the behavior of these
variables when we divide crisesinto successful and unsuccessful attacks. While some attacks are
plausibly motivated by imbalances in fundamentas, others are not. And thereis no obvious
difference in which type of attacks succeed or in their post-attack effects.

More importantly, we show that changes in exchange rate regime, as opposed to

redlignments, are not strongly and systemétically linked to fundamentas. Thisistrue of the

income growth. We estimated models which omit other regressors so as to try to isolate these
effects. But it isnot the case that lags of ether factor are substantialy more noticegble in amore
parsmonious modd. Second, we searched for systematic changes in the same regressors before
and after actud exchange rate events, in an attempt to identify the policy switchesindicated by the
“sdf-fulfilling” goeculdive atack modd. We met with asmilar lack of success, further confirming
our view that there do not seem to be policy switches after exchange rate episodes.
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antecedents of flotations, fixings and band-width changes, and dso true of their aftermath. Many
regime switches agppear to be unwarranted by macroeconomic imbaances, and they do not deliver
obvious changes in macroeconomic policy.

Our results are condgtent with aworld in which some speculative attacks on currencies --
and some preemptive realignments taken by governments to head off attacks -- are prompted by a
history of inappropriate economic policies that give rise to overt imbalances in macroeconomic
fundamentals, but in which other attacks are not grounded in fundamentals and are of the sdif-
fulfilling variety (even though few changes in macroeconomic policy are subsequently observed!).
This suggests that governments following policies that are in theory condgtent with the indefinite
maintenance of their exchange rate target may nevertheless come under speculative pressure. When
and where attacks erupt -- and when and where they succeed -- remain difficult to predict.

These findings reinforce skepticism about the viability of severd otherwise atractive
proposals for international monetary reform. Advocates of exchange rate target zones (Williamson
and Henning 1994; Bergsten 1994) argue that, if governments only commit to the pursuit of the
"right" policies, exchange rates between the currencies of the leading industria countries can be held
within bilaterd fluctuation bands of, say, plus or minus ten per cent, which would represent a
condderable improvement over the historica volatility of the dollar-yen and dollar- deutschemark
rates. Our results suggest that pursuit of any particular set of policies is no guarantee of insulation
from speculative pressure, and indeed no guarantee that an attack, once launched, will not succeed.

They suggest that recommendations of a return to even narrower bands, whether globaly (Bretton

Woods Commission 1994) or in Europe, where EM S bands were widened from 2 1/4 to 15 per
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cent in 1993, are more problematic till. The redignment mechanism seemsto work well, in thet
devduations are both warranted and effective, while not tempting the authorities towards lax
policies. However, systems of pegged but adjustable rates (or bands) are inherently fragile in that
they disintegrate quickly under stress, even when the speculative pressures giving rise to the crisis
are not obvioudy grounded in fundamentals.

This conclusion leaves only alimited menu of options for improving the operation of the
exchange- rate system: (1) monetary union ala Maadtricht, which promises to abolish exchange rate
ingtability by abolishing the exchange rate; (2) atransactions tax on foreign currency dedling to
provide policymakers insulation from market pressures, and (3) learning to live with the dirty float.
All of these options have drawbacks. A single world currency, or asingle currency for the OECD
countries, hardly seemsfeasible in our lifetimes. As our own analysis of devauation shows, the
exchange rate can be a useful instrument of adjusment. And the greater the asymmetry in the
disturbances affecting the different OECD countries, the stronger the argument for retaining the
exchange-rate escape clause. Who is to say that the OECD as awhole, or even just Europe, the
U.S. and Jgpan, comprises an optimum currency ares?

Moreover, as the debate over Maadtricht illustrates, monetary unification raises fundamenta
politica questions about the limits of nationa sovereignty. Will countries redlly be prepared to
forsake their monetary sovereignty once and for al? Will they require paliticd integration -- some
form of world government in effect -- as a precondition? Europe, with 50 years of experience, has

proceeded sufficiently far down this road that EMU remains possible by the end of the century. But



it is hard to imagine amonetary union between, say, the EU and the United States over a horizon
relevant for practicad policy discusson.

Monetary unification at the regiond leve can il be useful for resolving exchange rate
dilemmas. By diminating intra: European exchange rate ingtability, EMU can go along way toward
insulaing European countries from exchange- rate-related disturbances. Such insulation is not
complete, since as recent experience demongtrates the ecu could Hill fluctuate againgt the dollar and
the yen. But European countries trade and invest mainly in other European countries;, hence EMU
would help to insulate the bulk of Europe'sinternationa transactions. A North American monetary
union could have many of the same benefits for Canada, Mexico and the United States, dthough
those countries remain fifty years behind Europein their pursuit of monetary integration. > But
monetary unification & the regiond level will solve problems of exchange rate ingtability only if intra-
regiond ingability is not Imply transformed into inter-regiona ingability. Of thisthereisno
guarantee.

The second option isa Tobin tax on foreign exchange transactions> If effective, thiswould
enhance policymakers ability to contain market pressures, dlow themto repd sdlf-fulfilling atacks,
and provide the breathing space needed to organize orderly realignments. A system of target zones,
crawling bands or pegged-but- adjustable rates would be considerably easier to operate.

Economigts, including the authors of this paper, resst theidea of interfering in the operation of

% Whether regiond monetary integration offers a solution to Japan is more dubious, sSince Japan
trades and invests heavily not just in Ada but in the United States. See Bayoumi and Eichengreen
(1994).

% See Eichengreen, Tobin and Wyplosz (1995), from which the following discussion is drawn.



markets. The rdevant question, however, iswhether the costs of such interference are justified if
they deliver the benefits of greater exchange rate sability.

Then thereisthe problemof evasion. To be effective, aforeign exchange transactions tax
would have to be implemented globdly. It would have to gpply to dl jurisdictions, and the rate
would have to be equdized across markets. Were it imposed unilaterdly by one country, that
country's foreign exchange market would smply move offshore. Thus, the policy would haveto be
universd. Itsimplementation and coordination would have to be the responsibility of amultilateral
agency like the International Monetary Fund, which woud have to possess enforcement capabilities.

The IMF might be authorized to set the Size of the tax within limits. 1t would have to possess
sanctionsto be levied on countries thet fail to comply with the measure. An initiative with these
characteristics would presumably have to take the form of an amendment to the IMF Articles of
Agreement. Thisis not something that will occur overnight.

For those who oppose both monetary unification and the Tobin tax, there remains only one
dternaive living with floating - - misaignments, volatility and dl. This means more systematicaly
adapting domestic policiesin amanner condstent with exchange rate stability, coordinating policies
internationdly, and hoping for the best. There are no facile dternatives free of cogts. We say thisin
order to focus the attention of critics of the exigting system of floating exchange rates on the hard

choices they must confront.
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Tablel: Political Events and Exchange Rate Episodes

c’Test of Tranquilli | Failed Deval - Reval- Flotation Fixing Other
Ind (df) ty Attack | uation uation Event
Sample n/‘a 2516 61 8L 20 3 33 56
Left-wing | 10 (5) e 4 8 2 0 2 3
Gov't
Elections | 6 (5 177 6 8 2 0 3 4
Changein | 4(5) 71 2 6 1 0 1 3
Gov't
Gov't 3(6) 118 3 3 1 0 3 2
Victory
Past Gov 5(6) 462 10 12 3 8 3 7
Victory
Fut Gov 8 448 7 17 5 4 10 13
Victory
Gov't 8(5 71 2 6 1 0 1 3
Defeat
Past Gov 33** (6) 271 6 2 8 4 5 9
Defeat
FutGovt |9 284 13 13 1 3 4 9
Defeat
New Fin 7 158 3 9 3 4 2 4
Minister
Past New 24** 571 27 5 6 12 8 19
Fin Min
New Fut 19** 581 25 24 3 12 12 16
Fin Min
Capital 26** (6) | 512 21 1 2 4 2 8
Contrals
No n/a 1116 34 62 14 24 24 38
Contrals

Two asterisks denote statistical significance at the 1% level.
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Tablell: Multinomial Logit Estimation of Exchange Rate Episodes
Coefficient Estimates (P-value of Null Ho: Coefficient=0)

Failed Attack Devaluation  Revaluation [ Flotation Fixing Other Event

Past Crisis -35 (.00) 27 (34) 03 (.97) -61(33) | -14(09) | .33(44)
Pagt Event 77(5)) 14(.77) -1.4(12) 55(61) | 20.(00) |[-1.1(03)
Past Controls | 3.9 (.00) -2.2(.02) 3.2(.05) -62(80) | 89(79) [-58(74)
Past GovWin | -.44 (59) -10(.82) -12(.89) 12(85) |-69(55 | 51(.38)
Pas GovLloss | 1.1(.11) 88 (.01) 1.9 (.01) 24(55) | 1.2(09) | .64(21)
Credit Lag 02 (.63) 01 (.74) -11(.15) -03(51) |-18(00) | .01(.74)
InflationLag | -.21(.03) -.09 (.07) -16 (.23) -13(16)  [-16(13) | .03(.73)
Growth Lag 12 (.30) -.08 (.30) 01 (.96) -12(43 | 14(39)  [-15(21)
Employ. Lag 53 (.00) 02 (.87) -.34(.30) -10(68) | 62(02) [-.02(94)
Unemp. Lag 17 (.65) 22 (.27) 53(.34) 07(85) | .06(90) | .13(:68)
Budget Lag -05 (.77) 09(.22) 03 (.89) -01(94) |-19(29) [-.24(.03)
Cl/AccLag -.05 (.68) -.22(.00) 12 (43) 15(14) [-05(69) | .12(33)
Fut Controls -3.3(.00) 2.9 (.00 -.88 (.49) 1.3(.61) 22(51) 1.7 (.34)
Fut Gov Win 43 (.63) 53(.13) 03(.97) -11(33) | 13(0n | .70(.16)
FutGovLoss | 1.8(.01) 30 (41) -33.(10) -08(92) |-89(43) | .70(18)
Credit Lead -01(.78) -.03 (.16) 06 (.13) 05(14) | -04(49) | .01(75)
Inflation Lead | .38(.00) 05 (.34) 03 (.82) 16(05) | .23(02) |[-.05(52)
GrowthLead | .27 (.03) 04 (54) 09 (.63) 14(29) | 39(01) |[-14(27)
Employ.Lead | .31(.08) -13(.39) -.08 (.81) -25(29)  [-39(24) | .20(.33)
Unemp.Lead | -.02(.97) -17(37) -.46 (40) -12(74) | 09(85) |-.18(56)
Budget L ead 14 (.35) -17(02) -.00 (1.0) 08(57) | .15(40) | .14(20)
C/Acc Lead 12(32) 14(04) .09 (.55) -24(06) | 02(91) | .04(68)

. el o
No. Obs. = 1399. McFadden’s R’=.18
Hypothesis Testsfor Cells: [Chi-squared df] (P-vaue of Null Ho: Coefficient=0)
All Slopes=0: 1132]=262 (.00
Failed Attacks=Tranquillity: 2[22] =44 (.00)
Devaluations=Tranquillity: ¢ [22] 54 (.00)
Revaluations=Tranquillity: € [22] =25(.31)
Flotatlons:TranquHhty 02[22] 28 (.17)
Fixings=Tranquillity: € [22] 7200 (.00)
Other Events=Tranquillity: C [22] =21(.51)
prmhesisﬂs_f_aumelﬂmngemﬂwm
Irrelevance of Lagged Terms: © ’[72]=459 (.00); of Lead Terms ¢ 760]=100 (.00)
Irrelevance of Past Crises: C [6] 15 (.02); of Past Events: C [6] 144 (.00) )
Gov'tVictory: Lag: ¢’[6]=2 (.95) Lead: C[6]=8(.22)
Gov't Defeat: Lag: ¢ [6]=21(.00) Lead: ¢’[6]=9(.15)
Credit Growth Differential: Lag; ¢[6]=12(.07) Lead: ¢’[6]=7(.30)
Inflation Differential: Lag; ¢[6]=13(.04) Lead: ¢’[6]=25 (.00)
Redl GDP Growth Differentia: Lag: C[6]=5 (:53) Lead: ¢’[6]=14 (.02)
Employment Growth Differential Lag: ¢’[6]=15(.02) Lead: C’[6]=8(.27)
Unemployment Rate Differentil ~ Lag; ¢ [6]=2 (.87) Lead: ¢’[6]=2(.93)
Budget/GDP Differential Lag: ¢ [6]=8 (.25) Lead: ¢’[6]=9(.16)
Current Account/GDP Differentid  Lag; ¢’[6]=14(.03) Lead: ¢’[6]=9(.15)



Data Appendix
Macroeconomic and financiad data are mostly taken from the International Monetary Fund's

International Financid Statigtics (IFS). The data set is quarterly, spanning 1959 through 1993 for

twenty industrid countries® The data have been checked for transcription and other errors and
corrected. For most purposes these variables are transformed into differential percentage changes
by taking differences between domestic and German annualized firgt- differences of natural
logarithms, multiplied by 100. We employ the following varigbles: tota nongold internationd
reserves (IFS line 1ld); period-average exchange rates (line rf); short-term interest rates (money
market rates [line 60b] where possible, discount rates otherwise [line 60]); exports and imports
(both measured in dallars, lines 70d and 71d respectively); the current account (line 77a.d,
converted to domestic currency) and the central government budget position (line 80), both
measured as percentages of nominad GDP (frequently line 99a); long-term government bond yields
(line 61); anominad stock market index (line 62, which sets 1990=100); domestic credit (line 32);
M1 (line 34); M2 (line 35+ M1); the CPI (line 64); and real GDP (usudly line 99ar). We dso use
the red effective exchange rate as ameasure of competitiveness (line reu, which uses normdized

relative unit labor costs), though this variable is only available from 1975.

®  The countries we condder are (in order of IMF country number): the USA, UK, Austrig,
Belgium, Denmark, France, Italy, Netherlands, Norway, Sweden, Switzerland, Canada, Japan,
Finland, Greece, Irdland, Portuga, Spain and Augtrdia, dong with our center country, Germany.



Data on total employment, the unemployment rate, and the business sector wage rate were

drawn from the OECD's Main Economic Indicators.¢

% Asan dternative measure of fisca policy, we could employ the OECD's measures of fiscd
impulses. These data have advantages. they cover the entire government, are cyclicaly adjusted,

and measure the primary budget podition. On the other hand, they are only available annudly, and
were typicaly unavailable to market participants.
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Deviation of Differentials from Trengquillity; Samples not Comparebls
Industrial Country Panel, 1858-1993
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Deviatign of Dafferentials from Tranquillity; Samples not Comparable
Industrial Country Panel, 1959-1993
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Deviation of Differentials from Trengquillity; Samples not Comparebls
Industrial Country Panel, 1858-1993
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Figure5: Other Changesin Exchange Rate Regimes
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Figure6: TheTiming of Speculative Attacks
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Figure 7: Exchange Rate Crises
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Figure 8. The Differences Between Successful Attacksand Successful Defences
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Figure9: EM S Devaluations
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Figure 10: Criseswithout and with Capital Controls
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